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MEMORANDUM FOR DTIC (Acquisition)
(Attn: Pat Mauby)

SUBJECT: Distribution of USAF (AFOSR Summer Research Program (Air Force
Laboratories) and Universal Energy Systems, Inc., and the Research Initiation Program

FROM: AFOSRJXPT
Joan M. Boggs
110 Duncan Avenue, Suite B115
Bolling AFB DC 20332-0001

1. All of the books forwarded to DTIC on the subjects above should be considered
Approved for Public Release, distribution is unlimited (Distribution Statement A).

2. Thank you for processing the attached information.

J6AN M. BOGGS
Chief, Technical Information Division
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Master Index for Faculty Members

Abbott, BSn Field: zlectrical Engineering

Research, MS Laboratory: AEDC/

Box 1649 Station a
Vanderbilt University Vol-Page No: 6- 1

Nashville, TN 37235-0000

Abrate, Se3&e Field: Aeronautical Engineering

Assistant Professor, PhD Laboratory: WL/FI

Mechanical & Aerospace zn
University of Missouri - Rolla Vol-Page No: 5-15

Rolla, No 65401-0249

Almallahi, Hussein Field: Electrical Engineering

Instructor, MS Laboratory: AL/HR

P.O. Box 300
Prairie View A&M University Vol-Page No: 2-25

Prairie View, TX 77446-0000

Anderson, James Field: Analytical Chemistry

Associate Professor, PhD Laboratory: AL/EQ

Chemistry
University of Georgia Vol-Page No: 2-18

Athens, GA 30602-2556

Anderson, Richard Field: Physics

Professor, PhD Laboratory: PL/LI

Physics
University of Missouri, Rolla Vol-Paqe No: 3- 7

Rolla, NO 65401-0000

Ashrafiuon, Hashem Field: Mechanical Engineering

Assistant Professor, PhD Laboratory: AL/CF

Mechanical Engineering
Villanova University Vol-Page No: 2- 6

Villanova, PA 19095-0000

Backs, Richard Field: Experimental Psychology

Assistant Professor, PhD Laboratory: AL/CF

Dept. of Psychology
Wright State University Vol-Paqe No: 2- 7

Dayton, O 45435-0001

Baginski, Thomas Field: Electrical Engineering

Assoc Professor, PhD Laboratory: WL/MN

200 Broun Hall
Auburn University Vol-Page No: 5-40

Auburn, AL 36849-5201



Master Index for Faculty Members

Abbott, Ben Field: Electrical Engineering

Research, MS Laboratory: AEDC/

Box 1649 Station B
Vanderbilt University Vol-Page No: 6- 1

Nashville, TH 37235-0000

Abrate, Serge Field: Aeronautical Engineering

Assistant Professor, PhD Laboratory: WL/F!

Mechanical & Aerospace En

University of Missouri - Rolla Vol-Page No: 5-15

Rolla, MO 65401-0249

Almallahi, Hussein Field: Electrical Engineering

Instructor, MS Laboratory: AL/HR

P.O. Box 308
Prairie View A&M University Vol-Page No: 2-25

Prairie View, TX 77446-0000

Anderson, James Field: Analytical Chemistry
Associate Professor, PhD Laboratory: AL/EQ

Chemistry
University of Georgia Vol-Page No: 2-18

Athens, GA 30602-2556

Anderson, Richard Field: Physics
Professor, PhD Laboratory: PL/LI

Physics
University of Missouri, Rolla Vol-Page No: 3- 7

Rolla, MO 65401-0000

Ashrafiuon, Hashem Field: Mechanical Engineering
Assistant Professor, PhD Laboratory: AL/CF

Mechanical Engineering
Villanova University Vol-Page No: 2- 6
Villanova, PA 19085-0000

Backs, Richard Field: Experimental Psychology
Assistant Professor, PhD Laboratory: AL/CF

Dept. of Psychology
Wright State University Vol-Page No: 2- 7

Dayton, OH 45435-0001

Baginski, Thomas Field: Electrical Engineering
Assoc Professor, PhD Laboratory: WL/MN

200 Broun Hall

Auburn University Vol-Page No: 5-40
Auburn, AL 36849-5201
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SFRP Participant Data

Baker, Suzanne Field:
Assistant Professor, PhD Laboratory: AL/OE

Dept. of Psychology
James Madison University Vol-Page No: 2-36
Harrisonburg, VA 22807-0000

Baker, Albert Field: Electrical Engineering

Assistant Professor, PhD Laboratory: WL/MT

University of Cincinnati Vol-Page No: 5-53

- 0

Balakrishnan, Sivasubramanya Field: Aerospace Engineering
Associate Professor, PhD Laboratory: WL/HN

University of Missouri, Rolla Vol-Page No: 5-41
- 0

Bannister, William Field: Organic Chemistry
Professor, PhD Laboratory: WL/Fl

Univ of Mass.-Lowell Vol-Page No: 5-16
Lowell, MA 1854-0000

Barnard, Kenneth Field: Electrical Engineering
Assistant Professor, PhD Laboratory: WL/AA

Memphis State University Vol-Page No: 5- 1
- 0

Bayard, Jean-Pierre Field: Electrical/Electronic Eng

Associate Professor, PhD Laboratory: RL/ER

6000 J Street
California State Univ-Sacramen Vol-Page No: 4- 7
Sacramento, CA 95819-6019

Beardsley, Larry Field: Mathematics

Research Professor, MS Laboratory: WL/MN

Athens State College Vol-Page No: 5-42
- 0

Beecken, Brian Field: Oept. of Physics

Assoicate Professor, PhD Laboratory: PL/VT

3900 Bethel Dr.
Bethel College Vol-Page No: 3-23

St. Paul, MN 55112-0000
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SFRP Participant Data

Bellen, Raymond Field: Dept. of Computer Science

Dept, CHU. EU es, PhD Laboratory: PL/VT

3200 Willow Creek Road
Embry-Riddle Aeronautical Univ Vol-Page No: 3-24

Prescott, AZ 86301-0000

Belles, Raymond Field: Dept. of Computer Science

Dept, CHM. XE cs, PhD Laboratory: /

3200 Willow Creek Road

Embry-Riddle Aeronautical Univ Vol-Page No: 0- 0

Prescott, AZ 86301-0000

Bhuyan, Jay Field: Computer Science

Assistant Professor, PhD Laboratory: PL/WS

Dept. ofComputer Science

Tuskegee University Vol-Paqe No: 3-33

Tuskegee, AL 36088-0000

Siegl, Csaba Field: Electrical Engineering

Assistant Professor, PhD Laboratory: AEDC/

Box 1649 Station B

Vanderbilt University Vol-Paqe No: 6- 2

Nashville, TN 37235-0000

Biggs, Albert Field:

Professor, PhD Laboratory: PL/WS

Electrical Engineering
Univ. of Alabama, Huntsville Vol-Page No: 3-34

Huntsville, AL 35899-0000

Blystone, Robert Field: Dept of Biology

Professor, PhD Laboratory: AL/OE

Trinity University

715 Stadium Drive Vol-Page No: 2-37

San Antonio, TX 78212-7200

Branting, Luther Field: Dept of Computer Science

Assistant Professor, PhD Laboratory: AL/HR

PO Box 3682

University of Wyoming Vol-Page No: 2-26

Laramie, WY 92071-0000

Bryant, Barrett Field: Computer Science

Associate Professor, PhD Laboratory: RL/C3

lISA Campbell Hall
University of Alabama, Birming Vol-Page No: 4- 1

Birmingham, AL 35294-1170
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SFRP Participant Data

Callens, Jr., ugene Field: Aerospace Engineering

Assocition Professor, PhD Laboratory: WL/HK

Industrial
Louisiana Technical University Vol-Page No: 5-43

Ruston, LA 71270-0000

Cannon, Scott Field: Computer Science/Biophys.

Associate Professor, PhD Laboratory: PL/VT

Computer Science
Utah State University Vol-Page No, 3-25

Logan, UT 84322-0000

Carlisle, Gene Field: Killgore Research Center

Professor, PhD Laboratory: PL/LI

Dept. of Physics
West Texas State University Vol-Page No: 3- 8

Canyon, TX 79016-0000

Catalano, George Field: Department of Civil £

Associate Professor, PhD Laboratory: AZDC/

mechanical Engineering
United States Military Academy Vol-Page No: 6- 3

West Point, NY 10996-1792

Chang, Ching Field: Dept. of Mathematics

Associate Professor, PhD Laboratory: WL/FI

Zuclid Ave at Z. 24th St
Cleveland State University Vol-Page No: 5-17

Cleveland, OH 44115-0000

Chattopadhyay, Somnath Field: Mechanical Engineering

Assistant Professor, PhD Laboratory: PL/PK

University of Vermont Vol-Page No: 3-14

Burlington, VT 5405-0156

Chen, C. L. Philip Field: Electrical Engineering

Assistant Professor, PhD Laboratory: WL/ML

Computer Science Engineer
Wright State University Vol-Page No: 5-26

Dayton, OH 45435-0000

Choate, David Field: Mathematics

Assoc Professor, PhD Laboratory: PL/LI

Dept. of Mathematics
Transylvania University Vol-Page No: 3- 9

Le-ington, KY 40505-0000
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SFRP Participant Data

Chubb, Gerald Field: Dept. of Aviation
Assistant Professor, PhD Laboratory: AL/UR

164 W. 19th Ave.
Ohio State University Vol-Page No: 2-27

Columbus, ON 43210-0000

Chuong, Cheng-Jen Field: Biomedical Engineering
Associtas Professor# PhD Laboratory: AL/CF

501 W. lot Street
University of Texas, Arlington Vol-Page No1: 2- 6

Arlington, TX 76019-0000

Citera, Maryalice Field: Industrial Psychology
Assistant Professor, PhD Laboratory: AL/CF

Department of Psychology
Wright State University Vol-Page No: 2- 9

Dayton, On 4-5435

Collard, Jr., Sneed Field: Biology

Professor, PhD Laboratory: AL/EQ

Ecology & Evolutionary Bi
University of West Florida Vol-Page No: 2-19

Pensacola, IL 32514-0000

Collier, Geoffrey Field: Dept of Psychology
Assistant Professor, PhD Laboratory: AL/CF

300 College St., NE
South Carolina State College Vol-Page No: 2-10

Orangeburg,, SC 29117-0000

Cone, Milton Field: Electrical Engineerinq

Assistat Professor, PhD Laboratory: WL/AA

3200 Willow Creek Road
Embry-Riddel Aeronautical Univ Vol-Page No: 5- 2

Prescott, AZ 86301-3720

Cundari, Thomas Field: Department of Chemistry

Assistant Professor, PhD Laboratory: PL/RK

Jim Smith Building
Memphis Stat. University Vol-Page No: 3-15

Me1phis, TN 39152-0000

D 'Agostino, Alfred Field: Dept of Chemistry

Assistant Professor, PhD Laboratory: WL/ML

4202 E Fowler Ave/SCA-240
University of South Florida Vol-Page No: 5-27

Tampa, FL 33620-5250
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SFRP Participant Data

Das, Asesh Field: Concurrent Engineering

Assistant Professor, PhD Laboratory: AL/HR

Research Center

West Virginia University Vol-Page No: 2-28

Morgantown, W 26505-0000

DeLyser, Ronald Field: Electrical Engineering
Assistant Professor, PhD Laboratory: PL/WS

2390 S. York Street
University of Denver Vol-Paqe No: 3-35
Denver, CO 60208-0177

DelVecchio, Vito Field: Biochemical Genetics

Professor, PhD Laboratory: AL/AO
Biology
University of Scranton Vol-Page No: 2- 1
Scranton, PA 18510-4625

Dey, Pradip Field: Computer Science
Associate Professor, PhD Laboratory: RL/IR

Hampton University Vol-Page No: 4-16
- 0

Ding, Zhi Field: Electrical Engineering
Assistant Professor, PhD Laboratory: WL/MI

200 Broun Hall
Auburn University Vol-Page No: 5-44
Auburn, AL 36849-5201

Doherty, John Field: Electrical Engineering

Assistant Professor, PhD Laboratory: RL/OC
201 Coover Hall
Iowa State University Vol-Page No: 4-21
Ames, IA 50011-1045

Dolson, David Field: Chemistry
Assistant Professor, PhD Laboratory: WL/PO

Wright State University Vol-Page No: 5-56
- 0

Dominic, Vincent Field: Electzo Optics Program

Assustant professor, MS Laboratory: WL/ML
300 College Park
University of Dayton Vol-Page No: 5-28

Dayton, OH 45469-0227
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SFRP Participant Data

Donkor, Eric Field: ElectriaI Eng2ineering

Assistant Professor, PhD Laboratory: RL/OC

Engineering
University of Connecticut Vol-Page No: 4-22

Stroes, CT 6269-1133

Driscoll, James Field: Aerospaoe Engineerin•

Associate Professor, PhD Laboratory: WL/PO

3004 I•B Bldq 2118
university of Michigan Vol-Page No: 5-57

Ann Arbor, MI 46109-0000

Duncan, Bradley Field: Electrical Engineerinq

Assistant Professor, PhD Laboratory: WL/Ah

300 College Park

University of Dayton Vol-Page No: 5- 3

Dayton, OH 45469-0226

Ehrhart, Lee Field: Electrical Engineering

Instructor, MS Laboratory: RL/C3

Com=anications G Intellig
George Mason University Vol-Page No: 4- 2

Fairfax, VA 22015-1520

Ewert, Daniel Field: Physiology

Assistant Professor, PhD Laboratory: AL/AO

Electrical Enqineerinq

North Dakota State University Vol-Page No: 2- 2

Fargo, IN 58105-0000

Ewing, Mark Field: Engineering Mechanics

Associate Professor, PhD Laboratory: PL/SX

2004 Learned Hall
University of Kansas Vol-Page No: 3-22

Lawrence, KS 66045-2969

Foo, Simon Field: Electrical Engineering

Assistant Professor, PhD Laboratory: WL/MN

Collese of Engineering
Florida State University Vol-Page No: 5-45

Tallahessee, FL 32306-0000

Nrantziskonis, Georqe Field: College of Engrng/Mines

Assistant Professor, PhD Laboratory: WL/ML

Dept of Civil Engrng/Mech

University of Arizona Vol-Page No: 5-29

Tuson, AZ 85721-1334

V.-



SFRP Participant Data

Frenzel III, James Field: Electrical Engineering

Assistant Professor, PhD " boratory: WL/AA

Dept of Zlectrial Zngnr
University of Idaho -Page No: 5- 4

Moscow, ID 83044-1023

Fried, Joel 1: Polymer Science

Professor, PhD atory: WL/PO

Chemical Engineering
University of Cincinnati V. Te No: 5-58

Cincinnati, oi 45221-0171

Friedman, Jeffrey Fie•. Physics/Astrophysics
Assistant Professor, PhD Labor.4 -y: PL/GP

Physics
University of Puerto Rico Vol-Page No: 3- 1

Mayaguez, PR 681-0000

Fuller, Daniel Field: Chemistry
Dept. Chairman, PhD Laboratory: PL/RK

Chemistry A Physics
Nicholls State University Vol-Page No: 3-16

Thibodaux, LA 70310-0000

Gao, Zhanjun Field; Mechanical/Aeronautical E

Assistant Professor, PhD Laboratory: WL/ML

203 W. Old Main, Box 5725
Clarkson University Vol-Page No: 5-30

Potsdam, NY 13699-5725

Gavankar, Prasad Field: Mech & Indust Engineering

Aset Professor, PhD Laboratory: WL/MT

Campus Box 191
Texas A&I University Vol-Page No: 5-54

Kingsville, T% 78363-0CZ

Gebert, Glenn Field: Aerospace Engineering

Assistant Professor, PhD Laboratory: WL/IO

Mechanical
Utah State University Vol-Page ' 5-46
Logan, UT 84339-0000

Gerdom, Larry Field. Chemistry
Professor, PhD Laboratory: AL/EQ

Natural Science
Mobile College Vol-Page No: 2-20
Mobil, AL 36663-0220
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SFRP Participant Data

Ghajar, Af shin Field: Mechanical Engineering

Professor, PhD Laboratory: WL/PO

imch. & Aerospace Enginee

Oklahom State University Vol-Page No: 5-59

Stillwater, OK 74078-0533

Gopalan, Kaliappan Field:

Associate Professor, PhD Laboratory: AL/CF

Dept of Engineering
Purdue University, Calumet Vol-Paqe No: 2-11

Hammond, IN 46323-0000

Gould, Richard Field: Mechanical Engineering

Assistant Professor, PhD Laboratory: WL/PO

Mechanical & Aerospace En

N.Cazolina State University Vol-Page No: 5-60

Raleigh, NC 27695-7910

Gowda, Raghava Field: Computer Information Sys.

Assistant Professor, PhD Laboratory: WL/AA

Dept of Computer Science

University of Dayton Vol-Paqe No: 5- 5

Dayton, OH 45469-2160

Graetz, Kenneth Field: Depaztment of Psychology

Assistant Professor, PhD Laboratory: AL/HR

300 College Park

University of Dayton Vol-Page No: 2-29

Dayton, OH 45469-1430
Gray, Donald Field: Dept of Civil Engineering

Associate Professor, PhD Laboratory: AL/EQ

PO Box 6101
West Virginia Unicersity Vol-Page No: 2-21

Morgantown, WV 20506-6101

Green, Bobby Field: Electrical Engineering

Assistant Professor, HS Laboratory: WL/FI

Box 43107
Texas Tech University Vol-Paqe No: 5-18

Lubbock, TX 79409-3107

Grubbs, 1lmm: 
Field: Electrical Engineering

Assistant Professor, MS Laboratory: WL/AA

Engineering
New Mexico Highland University Vol-Page No: 5- 6

Las Vegas, NK 87701-0000

IX



SFRP Participant Data

Guest, Joyce Field: Physical Chemistry

Assoiate, PhD Laboratory: WL/ML

Department of Chemistry

University of Cincinnati Vol-Page No: 5-31

Cincinnati, OH 45221-0172

Gumbs, Godfrey Field: Condensed Matter Physics

Professor, PhD Laboratory: WL/EL

Physics G Astronomy
University New York Hunters Co Vol-Page No: 5-12

New York, NY 10021-0000

Hakkinen, Raimo Field: Mechanical Engineering

Professor, PhD Laboratory: WL/FI

207 Jolley Hall
Washington University Vol-Page No: 5-19

St. Louis, MO 63130-0000

Hall, Jr., Charles Field:

Assistant Professor, PhD Laboratory: WL/FI

Mach & Aerospace Engr.

North Carolina Univ. Vol-Page No: 5-20

Raleigh, NC 27695-7910

Hancock, Thomas Field: Educational Psychology

Assistant Professor, PhD Laboratory: AL/HR

Grand Canyon University Vol-Page No: 2-30

- 0

Hannafin, Michael Field: Educational Technology

Visiting Professor, PhD Laboratory: AL/HR

305-D Stone Building,3030
Florida State University Vol-Page No: 2-31

Tallahassee, FL 3-2306

Helbig, Herbert Field: Physics

Professor, PhD Laboratory: RL/ER

Physics
Clarkson University Vol-Page No: 4- 8

Potsdam, NY 13699-0000

Henry, Robert Field: Electrical Engineering

Professor, PhD Laboratory: RL/C3

Electrical Engineering
University of Southwestern Lou Vol-Page No: 4- 3

Lafayette, LA 70504-3890
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SFRP Participant Data

Hong, Lang Field: Electrical Engineering

Assistant Professor, PhD Laboratory: WL/AA

Dept of Electrical Engin

Wright State University Vol-Page No: 5- 7

Dayton, 0 45435-0000

Hsu, Lifang Field: Mathematical Statistics

Assistant Professor, PhD Laboratory: RL/ER

Le Moyne College Vol-Page No: 4- 9

- 0

Huang, King Field: Mechanical Engineering

Assistant Professor, PhD Laboratory: AL/CF

500 NW 20th Street

Florida Atlantic University Vol-Page No: 2-12

Boca Raton, FL 33431-0991

Humi, Mayer Field: Applied Mathematics

Professor, PhD Laboratory: PL/GP

Mathematics

Worchester Polytechnic Institu Vol-Page No: 3- 2

Worchester, MA 1609-2280

Humi, Mayer Field: Applied Mathematics

Professor, PhD Laboratory: /
Mathematics
Worchester Polytechnic Institu Vol-Page No: 0- 0
Worchester, MA 1609-2280

Jabbour, Kamal Field: Electrical Engineering
Associate Professor, PhD Laboratory: RL/C3

121 Link hall
Syracuse University Vol-Page No: 4- 4
Syracuse, NY 13244-1240

Jaszczak, John Field:
Assistant Professor, PhD Laboratory: WL/ML

Dept. of Physics
Michigan Technological Univers Vol-Page No: 5-32

Houghton, MI 49931-1295

Jeng, San-Mou Field: Aerospace Engineering

Associte, PhD Laboratory: PL/RK

Mail Location #70
University of Cincinnati Vol-Page No: 3-17
Cincinnati, OH 45221-0070
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SFRP Participant Data

Johnson, David Field: Chemistry

Associate Professor, PhD Laboratory: WL/ML

Dept of Chemistry
University of Dayton Vol-Page No: 5-33

Dayton, O 45469-2357

azi•"m, Amir Field: Mechanical Engineering

Associate, PhD Laboratory: PL/VT

Division Engineering
University of Texas, San Anton Vol-Page No: 3-26

San Antonio, TX 7024-9065

Seyfets, Airady Field:

Assistant Professor, PhD Laboratory: PL/VT

Dept. of Mathematics
North Carolina State Univ. Vol-Page No: 3-27

Raleigh, NC 27695-7003

Koblasz, Arthur Field: Engineering Science

Associate, PhD Laboratory: AL/AO

Civil Enginseing
Georgia State University Vol-Page No: 2- 3

Atlanta, GA 30332-0000

Kraft, Donald Field:

Professor, PhD Laboratory: AL/CF

Dept. of Computer Science
Louisiana State University Vol-Page No: 2-13

Baton Rouge, LA 70803-4020

Kumar, Rajendra Field: Electrical Engineering

Professor, PhD Laboratory: RL/C3

1250 Bellflower Blvd
California State University Vol-Page No: 4- 5

Long Beach, CA 90840-0000

Kumta, Prashant Field: Materiels Science

Assistant Professor, PhD Laboratory: WL/ML

Dept of Materials Science
Carnegie-Mellon University Vol-Page No: 5-34

Pittsburgh, PA 15213-3890

KuO, Spencer Field: Electrophysics

Professor, PhD Laboratory: PL/GP

Route 110
Polytechnic University Vol-Page No: 3- 3

Farmingdale, NY 11735-0000
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SFRP Participant Data

Lakeou, Samuel Field: Electrical Engineering

Professor, PhD Laboratory: PL/VT

Electrical Engineering

University of the District of Vol-Page No: 3-28

Washnington, DC 20008-0000

Langhoff, Peter Field: Dept. of Chemistry

Professor, PhD Laboratory: PL/RK

Indiana University Vol-Page No: 3-18

Bloomington, IN 47405-4001

Lawless, Brother Field: Box 280

Assoc Professor, PhD Laboratory: AL/ON

Dept. Science /Mathematic

Fordham University Vol-Page No: 2-38

New York, NY 10021-0000

Lee, Tzesan Field:

Associate Professor, PhD Laboratory: AL/ON

Dept. of Mathematics

Western Illinois University Vol-Page No: 2-39

Maco b, IL 61455-0000

Lee, Min-Chang Field: Planma Fusion Center

Professor, PhD Laboratory: PL/GP

167 Albany Street

Massachusetts Institute Vol-Page No: 3- 4

Cambridge, MA 2139-0000

Lee, Byung-Lip Field: Materials Engineering

Associate Professor, PhD Laboratory: WL/ML

Engineering Sci. & Mechan
Pennsylvania State University Vol-Page No: 5-35

University Park, PA 16802-0000

Leigh, Wallace Field: Electrical Engineering

Assistant Professor, PhD Laboratory: RL/ER

26 N. Main St.
Alfred University Vol-Page No: 4-10

Alfred, NY 14802-0000

Levin, Rick Field: Electrical Engineering

Research Engineer I, MS Laboratory: RL/ER

EN Effects Laboratory
Georgia Institute of Technolog Vol-Page No: 4-11

Atlanta, GA 30332-0800

xm



SFRP Participant Data

Li, Jian Field: Electrical Engineering

Asat Professor, PhD Laboratory: WL/AA

216 Larsen Hall
University of Florida Vol-Page No: 5- 8

Gainesville, FL 32611-2044

Lilienfield, Lawrence Field: Physiology & Biophysics

Professor, PhD Laboratory: WHKC/

3900 Reservoir Rd., NW

Georgetown University Vol-Page k4o: 6-14

Washington. DC 20007-0000

L.4*, Tao Field: Mechanical/Aarospace Eng=

Assistant Professor, PhD Laboratory: FJSRL/

2004 Learned Hall

University of Kansas Vol-Page No: 6- 8

Lawrence, KA 66045-0000

Lin, Paul Field: Associate Professor

Associate Professor, PhD Laboratory: IL/Fl

Mechanical Engineering

Cleveland State University Vol-Page No: 5-21

Cleveland, O 4-4115

Liou, Juin Field: Electrical Engineering

Associate Professor, PhD Laboratory: WL/EL

Electrical a Computer Enq
University of Central Florida Vol-Paqe No: 5-13

Orlando, FL 32816-2450

Liu, David Field: Department of Physics

Assistant Professor, PhD Laboratory: RL/ER

100 Institute Rd.
Worcester Polytechnic Inst. Vol-Page No: 4-12

Worcester, M3 1609-0000

Losiewicz, Beth Field: Psycholinguistics

Assistant Professor, PhD Laboratory: RL/IR

Experimental Psychology

Colorado State University Vol-Page No: 4-17

Fort Collins, CO 80523-0000

Loth, Eric Field: Aeronaut/Astronaut Enqr

Assistant Professor, PhD Laboratory: AEDC/

104 S. Wright St, 321C
University of Illinois-Urbana Vol-Paqg No: 6- 4

Urbana, IL 61801-0000

,mmmmmmmmmlmmmmm• IIIEx lmvm



SFRP Participant Data

Lu, Christopher Field: Dept Chemical Engineering

Associate Professor, PhD Laboratory: WL/PO

300 Colleg Park
University of Dayton Vol-Paqe No: 5-61

Dayton, OH 45469-0246

Manoranjan, Valipuram Field: Pure A Appliedkathematics

Associate Professor, PhD Laboratory: AL/EQ

Neill Hall
Washington State University Vol-Page No: 2-22

Pullman, WA 99164-3113

Marsh, Jams Field: Physics

Professor, PhD Laboratory: WL/Nf

Physics
University of West Florida Vol-Page No: 5-47

Pensacola, FL 32514-0000

Massopust, Peter Field: Dept. of Mathematics

Assistant Professor, PhD Laboratory: AZDC/

Sam Houston State University Vol-Paqe No: 6- 5

Huntsville, TX 77341-0000

Killer, Arnold Field:

Senior Instructor, PhD Laboratory: FJSR.L/

Chemistry & Geochemistry
Colorado School of Mines Vol-Page No: 6- 9

Golden, CO 80401-0000

Misr&, Pradeep Field: Electrical Engineering

Associate Professor, PhD Laboratory: WL/AA

University of St. Thomas Vol-Page No: 5- 9

- 0

Monsay, Evelyn Field: Physics

Associate Professor, PhD Laboratory: RL/OC

1419 Salt Springs Rd
Le Moyne College Vol-Page No: 4-23

Syracuse, NY 13214-1399

Morris, Augustus Field: Biomedical Science

Assistant Professor, PhD Laboratory: AL/CF

Central State University Vol-Page No: 2-14

- 0

xv



SFRP Participant Data

Mueller, Charles Field: Dept of sociology

Professor, PhD Laboratory: AL/E

W140 Seashore Hall

University of Iowa Vol-Page No: 2-32

Iowa City, IA 52242-0000

Murty, Vodula Field: Physics

Associate Professor, MS Laboratory: PL/VT

Texas Southern University Vol-Page No: 3-29

- 0

Musavi, Mohbmad Field: Elect/Comp. Engineering

Assoc Professor, PhD Laboratory: L/ZPR

5709 Barrows Hall

University of Maine Vol-Page No: 4-18

Orono, ME 4469-5708

Naishadham, Krishna Field: Electrical Engineering

Assistant Professor, PhD Laboratory: IL/EL

Dept. of Electrical Eng.

Wright State University Vol-Page No: 5-14

Dayton, OH 45435-0000

Noel, Charles Field: Dept of Textiles & Cloth

Associate Professor, PhD Laboratory: PL/3K

iS5A Campbell Hall

Ohio State University Vol-Page No: 3-19

Columbus, OH 43210-1295

Norton, Grant Field: Materials Science

Asst Professor, PhD Laboratory: WL/ML

Mechanical & Materials En

Washington State University Vol-Page No: 5-36

Pullman, WA 99164-2920

Noyes, Jamrs Field: Computer Science

Professor, PhD Laboratory: WL/Fl

Mathematics & Computer Sc

Wittenberg University Vol-Paqe No: 5-22

Springfield, OH 45501-0720

Nurre, Joseph Field: Mechanical Engineering

Assistant Professor, PhD Laboratory: AL/CF

Elec. & Computer Engineer

Ohio University Vol-Page No: 2-15

Athens, O 45701-0000

m m m mm mm mmmla mmm~ e ml I II ll



SFRP Participant Data

Nyg*en, Thomas Field: Deparmnt of Psychology

Associate Professor, PhD Laboratory: AL/CF

1365 Neil Ave. Mail

Ohio State University Vol-Page No: 2-16

Columbus, OH 43210-1222

Ostezberq, Ulf Field:
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Nonmechanical microscanning using optical space-fed phased arrays

Kenneth J. Barnard
Assistant Professor
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Abstract

A method for microscanning in imaging sensors is developed that allows liquid-crystal beam

steerers to be used as nonmechanical microscan devices. This submicroscanning method involves

using liquid-crystal beam steerers to shift images on a focal plane array by a fraction of the amount

used in typical microscan methods. Interpolation techniques based on interlaced sampling are used

to produce images free of aliasing out to twice the Nyquist frequency determined by the focal plane

array. Since a continuous phase ramp is produced by the liquid-crystal beam steerer, dispersion

effects due to the grating-like nature of the devices are avoided. Simulations for both one- and two-

dimensional cases are presented, as well as experimental results using a 3- to 5-jim imaging sensor

and a liquid-crystal beam steerer designed for 1.064 g±m operation.
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Kenneth J. Barnard
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1. Introduction

Microscanning is a technique for improving the resolution and reducing aliasing effects in

staring imaging sensors. 1-3 The microscan process involves recording multiple images of a scene,

where each image has been shifted by a fraction of the pixel pitch of the focal-plane array (FPA). The

field-of-view (FOV) of the sensor remains fixed during the integration time for each image.

Successive image fields are combined to form a single image frame that has a larger effective

sampling rate than any of the individual image fields. Currently, microscanning is accomplished

using a mechanical scan mirror that steers the FOV of the imaging sensor over sub-pixel distances.

Development of programmable optical space-fed phased arrays for beam steering in laser

radar systems has prompted investigation into using these devices to steer broad spectral band

radiation in passive sensors. 4 One such application would be as nonmechanical microscan devices.

The advantages inherent in a nonmechanical system would be lighter weight, less mechanical

complexity, and greater reliability. Costs would eventually decrease as the phased arrays and control

electronics become cheaper to manufacture.

Optical space-fed phased arrays steer optical beams in a manner analogous to phased arrays

used in microwave radar systern. An array of continuous liquid-crystal phase shifters allow a

desired optical path delay (OPD) '- be written spatially across an input beam. A linearly increasing

OPD is identical to a prism and has the effect of steering the beam into a given direction. The

maximum OPD is determined by the product of the birefringence and thickness of the liquid-crystal

material. However, the switching speed is proportional to the square of the thickness of the nematic

crystal layer.4 To maximize switching speed, a linear phase ramp is generated by limiting the

maximum OPD to one wavelength which produces a phase of 2n, and then periodically resetting the

phase to 0 when a phase of 2n is reached in the phase ramp. Each phase ramp itself is also

approximated in the liquid crystal by using a quantized number of steps between the 2n phase

resets.4 In this fashion, the liquid-crystal beam steerer still behaves as a prism for a given design

wavelength, and the steering angle is determined by the angle of the phase ramp. For wavelengths

1-3



other than the design wavelength, the device acts as a blazed-phase grating and will produce

dispersion when used as a broadband beam steerer.

In microscanning, small steering angles are required and in some cases it may be possible to

use liquid-crystal beam steerers without phase resets, thus eliminating grating dispersion. Also, the

liquid crystal material used in these devices is transmissive through the IR wavelength band from

0.8 gm to 12 g±m, as well as over the visible wavelength band. For a typical microscan operation, the

image on the FPA must be shifted over one half of the pixel pitch. In many cases, with the currently

available liquid-crystal beam steerers, it is not possible to steer at these required angles without

phase resets. Still, images shifted over a fraction of this distance, or submicroscanned, can be used in

conjunction with interlaceo sampling techniques to produce the same half-pixel microscan effect.

In this report, I examine the use of interlaced sampling techniques for submicroscanned

images as would be produced by a liquid-crystal beam steerer in a staring imaging sensor. Image

processing techniques are developed that allow submicroscanned images to be combined to produce

an image with a Nyquist frequency that is twice that of the originai images. Results of simulations

on one- and two-dimensional submicruscanned images will be presented. Also, results of an

experimental validation of nonmechanical microscanning using a liquid-crystal beam steerer will be

given. These results indicate that interlaced sampling techniques and submicroscanning provide the

same image enhancement as typical mechanical microscanning at the expense of added computation

time. Use of hardware implementations of FIT algorithms and multiple-processor architectures

would provide increased frame rates.

2. Sampling and Interpolation

A typical microscan pattern is a 2 x 2 microscan where four image fields are sequentially

recorded to form one image frame. A standard scenario would have field one correspond to a

reference position, field two displaced by half a pixel pitch to the right, field three displaced by half a

pixel pitch vertically from field two, and field four displaced by halfa pixel pitch to the left of field

three. If each image field is composed of N x N pixels, then the combined image frame will consist of

2N x 2N pixels. This effectively increases the spatial sampling frequency by a factor of two. The

Nyquist frequency is likewise increased by a factor of two. Spatial filtering of the image due to the

finite size of the detector is not affected by microscanning.

In many cases, nonmechanical liquid-crystal beam steerers cannot produce the required half-

pixel pitch image shift for the typical microscan pattern without dispersion. It is possible to use

interlaced sampling techniques to compensate for a smaller image shift by interpolating the data

values at the half-pixel pitch image locations.5 ,6 Thus, interlaced samples can be used to obtain an
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image frame consisting of 2N x 2N pixels. This may seem to be in violation of the Whittaker-Shannon

sampling theorem. However, it should be recognized that the sampling theorem is a sufficiency

condition and not a necessity constraint. 7 The interlaced sampling technique is an alternate

reconstruction method that provides image data out to twice the Nyquist frequency without aliasing.

Spatial frequencies higher than twice the Nyquist frequency are aliased just as in the 2 x 2

microscan. Interpolation can provide the same set of sample points as in the 2 x 2 microscan.

The derivation given here is similar to that contained in Refs. 5 and 6, except that here the

sampling function remains fixed and the image is shifted. For simplicity, the one-dimensional case is

analyzed first. The technique can be readily extended to two dimensions as will be shown. For the

one-dimensional case, two data sets are required, where the image data in one set is shifted by a

fraction of the pixel pitch relative to the other. Interpolation is based on using spatial frequency

information contained in the zeroth- and ±first-order spectra resulting from the Fourier transform of

the sampled data sets. A reconstruction filter modifies the spectra such that the sum of the filtered

data sets will be free of aliasing out to twice the Nyquist frequency. We begin with a one-

dimensional image function f(x), where f(x) has been blurred by both the optics of the system and by

the effects of the finite size of the detectors in the FPA. The image is assumed to be bandlimited such

that F (t) = 0 for I14 > lid, where upper-case letters indicate the Fourier transform, and d is the pixel

pitch of the FPA. The image function is sampled to produce one sampled image, then shifted and

sampled again to generate the second sampled image. These two sampled images can be written as

f, (x) = f(x) samp(x) (1)

and

f2 (x) = f(x + a) samp(x), (2)

where a is the image shift and samp(x) is given by

samp(x) = - comb{j). (3)

The goal of the reconstruction is to find interpolation filters, m, (x) and m2 (x) , such that

f(x) can be reconstructed exactly by

f(x) = fl (x) * m 1 (x) + f2 (x) * m 2 (x). (4)

Here, information contained in both sampled images is used to exactly reconstruct f(x) even though

f, (x) and f2 (x) contain aliased information. This may be more intuitively pleasing if it is recognized

that the reconstruction of f(x) utilizes twice as many samples as in either of the sampled image

functions. Finding m, (x) and m2 (xN is most readily accomplished in the frequency domain. First, the

Fourier transform of each of the sampled images is found. Fourier transforming Eqs. (1) and (2) gives

F, (E) = F (E) * comb(dQJ (5)

1-5



and

F2 (•) = F (4) exp Li 2naF)* comb( (6)

This expected result indicates that the original spectrum of f(x) is replicated at integer multiples of

lid in the spatial frequency domain. The only difference between Eqs. (5) and (6) is that the latter

includes a linear phase shift. It is this linear phase shift that enables us to recover F (4). Restricting

our attention to the interval -1/d < 4 < lid, Eqs. (5) and (6) can be rewritten to include only those

terms that are nonzero over this interval, as

F1 (Q)= -[F ( +1 + F (Q)+F(4-

and

F2 (4) =1exp j 2r+ + -1) F (4 + -1 + exp 6 2ra} F{(Q + exp [ 2x44- -]F()-] F "d I d du ~ d dn (8)

The phase terms in Eq. (8) remain centered about each of the replicated spectra.

We now have two equations in three unknowns that can be solved for F ({) by restricting the

domain of the solution. Since it was originally assumed that F(ý) = 0 for I l > lid, one of the unknowns

in Eqs. (7) and (8) will be zero depending on whether ý > 0 or 4 < 0. For 4 > 0, F ({ + 1/d) = 0, and the

set of equations in Eqs. (7) and (8) can be solved for F(ý) to give
exp(-j 2•a dx~ •

2 sin (2iA) F,{(}- J2 sin(21-) exp(-j 2(a9) F2 ) .)
d d9

Likewise, for 4 < 0, F (4- l/d) = 0, and Eqs. (7) and (8) can again be solved for F () , giving

exp(j 2d).() + j exp(-j 2)4)

2 sin (2A ~ 2 sin (2A (10

Comparing the constant multiplying factors ofF, (Q and F2 (Q in Eqs. (9) and (10), it is evident that

they are complex conjugates of each other in each equation and between the equations. This means

that on the interval -1/d < 4 < 1/d, the two equations can be simplified and combined to form
F (• = F, (ý) M (ýJ + F2(ý) M* (k) exp 2=E) 2 ,(1

where M(k) can be derived from Eqs. (9) and (10) as

M {Q - rect( /d i- cot(2xiA) tri'(-).(2

Here, the prime indicates a derivative operation with respect to .

Thus, f(x) can be reconstructed exactly by filtering the spectra of the two sampled data sets

in the spatial frequency domain, summing the results, and then performing an inverse transform.

The interpolation function m (x) is given by

m (x) = sine (2 X) - cot(2A )sinc2().13

1-6



Referring to Eq. (4), it is evident that mi (x) is just m (x) and m2 (x) is m (a - x). One special case worth

noting is when the image shift is equal to half the pixel pitch. In this case, m (x) reduces to

m (x) = sinc (2 +)(4

or in the spatial frequency domain,

2(=ret~ 2 (15)

This corresponds to an ideal reconstruction filter for an image sampled at twice the original sampling

frequency of 1/d.

3. Numerical Computation

The most direct computation of the submicroscanned image involves evaluating Eq. (11) in

the spatial frequency domain and then inverse Fourier transforming to obtain f(x) . Discrete signal

processing techniques are used in addition to the reconstruction algorithm to obtain the final image.

Producing the submicroscanned image requires the spatial filtering of two N-point data sets to

generate one 2N-point data set where every other data point has been correctly interpolated to avoid

aliasing.

For the first step in the computation, the number of points in each data set is increased by a

factor of two by inserting zeros between the data points. A system for accomplishing this is referred

to as a sampling rate expander. 8 Proper discrete filtering in the frequency domain will correctly

interpolate the zero-valued data points to the unaliased values. A fast Fourier transform (FFT) of

either of the two expanded data sets produces a discrete spectrum similar to the one shown in Fig. 1,

where because of the expander, F, [k] and F2 [k] contain two sampled replications of the continuous

zeroth order spectra, F (4) and F (Q) expo 2raQJ , indicated by the heavy solid lines. Aliasing is

indicated by the overlap of the dashed spectra.

IF, [k]I or IF2 [k]Il

Fig. 1. Conceptual plot of the magnitude of the FFT of each expanded data set.
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Recognizing that the portions of the spectrum labeled C and D in Fig. 1 are identical to those

on the negative axis, it is evident that the FFT of each of the expanded data sets provides the spectra

given in Eqs. (7) and (8) within the spatial frequency range of-1/d < < l/d Thus, the reconstruction

filter can be applied over this range to produce an unaliased spectrum out to twice the original

Nyquist frequency. Examination of Eq. (11) indicates that the linear phase terms in Eq. (8) will be

eliminated when multiplied by the complex conjugate phase term in Eq. (11) during the spatial

filtering step. After applying the reconstruction filter, an inverse FFT of the sum of the two filtered

data sets yields the unaliased data set.

4. Error Analysis

The previously described algorithm can exactly reconstruct the bandlimited image function

provided that the image shift is precisely known, and round-off and quantization errors do not occur.

We now examine the effects of pointing errors, i.e., image shift errors, on the submicroscanned

image. For this analysis, a sinusoidal input is assumed that has a spatial frequency such that

aliasing occurs when it is sampled. A closed-form solution for the reconstructed image is found and

the error in reconstruction is defined as the mean-squared error between the reconstructed signal

and the original signal. Round-off and quantization effects are not considered.

Assume the input function is a sinusoidal signal given by

f(x) = 2 cos (2rE.x), (16)

where 11 (2d) < E < l/d , so f(x) is aliased when sampled with a sampling period d. The image shift a

is now assumed to contain some error A such that the two sampled functions become

f, (x) = f(x) samp (x) (17)

and

f2 (x) = f(x + a + A) samp (x), (18)

where samp(x) is defined in Eq. (3). Using Eqs. (11) and (12) to reconstruct the spectrum of f(x) on

the interval -1/d < < l/d gives

Fr . = [cos (n4g + sin (n4oj cot(!}] [8 (4(-• expUj x4 + 8 (. + •} exp(-j g4)]

[ sin (x4)r ( .. Yexpj + 1 [..LiYexrp~ (19)

where the r subscript indicates the reconstructed spectrum. The last two terms in Eq. (19) represent

aliased spectral components that have not been completely eliminated in the reconstruction. The

reconstructed signal is found from the inverse Fourier transform of Eq. (19) as
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f, (x) = 2 cos (xAF.) + sin (nAF, ot%) cos(2xnx
I2 .s)( ) co .x A (20)

s I I 
d d

It should be noted that expressions for the reconstructed signal and its spectrum given in Eqs. (19)

and (20) are valid for both positive and negative shift errors. For positive shift errors, the term

corresponding to the unaliased signal in Eq. (20) increases in amplitude, and the aliased term

subtracts. For negative shift errors, the unaliased term decreases in amplitude, and the aliased term

undergoes a phase reversal. This suggests that it may be possible to use the phase reversal of the

aliased components to determine the exact image shift in real images.

The reconstruction error is defined as the mean-squared error between the reconstructed

signal and the original signal and is given by

MSE = If(x)- f(x)1 2  (21)

Using Eqs. (16) and (20), the difference between the reconstructed and original signals can be

written as

f, (x) -f(x) =2 {cos (••) [cos (nA•} + sin (nM.) cot(Ad)] - 1} cos (2rnx)

- 2 {sin (nA.j [cos (iA.•) + sin (nA.) cot(l)j sin (2tx)(

[sin(n ]osc 
(22)

In all cases of interest, the image shift will be less than half the pixel pitch, a < d/2, the

magnitude of the error will be less than the image shift, IAl < a, and spatial frequency of the input

signal will be restricted to the recoverable bandwidth, E < l/d. Assuming small image shifts and

small shift errors such that a/d << 1, Eq. (22) can be approximated as

fr (x) - f (x) 2 (4ýAjd) cos (2nlx) - 2 (inAý0) [ 1 + (Ž.lA)] sin (2nax)

2 [Aod Cs 2xj_ýOx_(ra +(23)

The approximate mean-squared error is found by substituting Eq. (23) into Eq. (21), giving

MS-k-) 2 . (24)

To minimize the mean-squared error in the reconstructed sinusoidal signal, the shift error A must be

small compared to the submicroscan image shift. The reconstruction error also depends on the

frequency of the aliased signal, with smaller frequencies producing less error. In addition, because of

the second term in Eq. (24), the MSE will be slightly less for negative shift errors than positive

errors. This suggests that when the exact image shift is unknown, it is advantageous to overestimate

the image shift when applying the reconstruction algorithm.
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5. Two-dimensional Interpolation

The one-dimensional interpolation technique can be extended into two-dimensions by

applying the reconstruction algorithm on each dimension separately. This requires four image data

sets shifted on a 2 x 2 rectangular submicroscan grid, where the x- and y-direction image shifts need

not be equal. As will be shown, the separability of the interpolating filters in each direction allows

the reconstruction algorithm to be interpreted in terms of two-dimensional filtering. Utilizing two-

dimensional FF1 routines, the four images can be filtered simultaneously and combined to form the

submicroscanned image.

Assuming an image function f(x, y) , a 2 x 2 submicroscan operation will produce four

sampled data sets given by

f, (x, y) = f(x, y) samp(x, y), (25)

f2 (x, y) = f(x + a, y) samp(x, y), (26)

f3 (x, y) = f(x, y + b) samp(x, y), (27)

and

f4 (x, y) = f(x + a, y + b) samp(x, y), (28)

where a and b are the submicroscan image shifts in the x and y directions, and

sapx )d 2  (dd) (29)

Ignoring the y direction and applying the one-dimensional reconstruction algorithm on the image

pairs f, and f2, and f3 and f4 along the x direction, generates two images interpolated in the x direction

but shifted relative to each other in the y direction. In the spatial frequency domain, the spectra of

the two interpolated images can be written according to Eq. (11) as

G, (4, y)= F, (, y) M(4) + F2 (, y) M* (4) exp(-j2xwA) (30)

and
G2 ( , ,y) =F3 (4, y) M (4) + F4 (4, y) M * (4) exp (- j 2 mkF,),( 1(31)

where the upper-case letters indicate one-dimensional Fourier transforms. Next, applying the one-

dimensional algorithm in the y direction on the image pair in Eqs. (30) and (31) yields the spectrum

of the final reconstructed image. Defining an interpolation filter for the y direction based on Eq. (12)

as

N (TI) d rect(_) + I cot(2 n •) tri' d-) (32)

the spectrum of the reconstructed image can be written as
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F. (,Tq) = G, (4,Ti) N (TI) + 2 (4,n) N* (TI) exp (- j 2xb-n), (33)

or
Fr (ý,r1) = F1 (ý,Ti) M (•) N (r} + F 2 (ý,T) M* (ý)N (TI) exp (-j 2xa4)

+ F3 (4,ii) M(4) N (1) exp(-j 2nbil)+ F4 (,) M* (ý)N* (rj exp -j 2x (a4 + b1I). (34)

From Eq. (34), a two-dimensional interpolating filter function can be determined for each of the four

sampled image data sets.

Numerically, the four N x N image data sets are first expanded to 2N x 2N points by

inserting zeros for every other data point in the x and y directions. Taking the two-dimensional FF1

of the images yields the sampled versions of the image spectra in Eq. (34) over the spatial frequency

range of- i/d < 4 < lid and - 1/d < 11 < id. Multiplying each image spectra by its associated two-

dimensional interpolation filter in Eq. (34), and then summing the results produces the final image

spectrum. A final inverse FF1 yields the 2N x 2N unaliased submicroscanned image.

6. Simulations

The one-dimensional submicroscan technique was demonstrated using a one-dimensional

chirped-frequency signal. This signal was chosen to illustrate aliasing effects in the sampled image.

The object function before sampling consisted of 2210 data points and is shown in Fig. 2.

300

250
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2

"- 150
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100

50-

0 500 1000 1500 2000 2500
X (a.u.)

Fig. 2. Chirped-frequency object function.

For thip case, the effects of the optics were ignored. The detectors in the FPA were assumed to have a

width of 13 points and a pixel pitch of 17 points. Prior to sampling, the object function was convolved
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with a detector function to simulate blurring due to the finite detector size. The convolution kernel

was assumed to be a rectangle function with a width of 13 points. The blurred image is shown in Fig.

3.

300. . . . . . . . . . . . .

250

200

n150 IL

1001

0 500 1000 1500 2000 2500
X (a.U.)

Fig. 3. Blurred object function.

The sampled images were generated by sampling the blurred object function at every 17

points to simulate the detector spacing. This produced images consisting of 128 points. The relative

image shift between the two data sets was 2 points, giving an image shift of 12 percent of the pixel

pitch. The two 128-point images were then interpolated using the submicroscan technique to produce

a 256-point image. Also, one of the 128-point images was interpolated to 256 points using standard

techniques for comparison. This standard image and the submicroscanned image are shown in Figs.

4 and 5. Aliasing in the standard image is obvious and it is completely removed in the

submicroscanned image.
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Fig. 4. Image obtained without submicroscanning.
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Fig. 5. Image obtained with submicroscanning technique.

Sampling artifacts that cause variations in the amplitude of the signal are apparent in the

submicroscanned image. As shown in Fig. 6, these artifacts vanish when the image is interpolated to

1024 points using standard techniques.
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Fig. 6. Submicroscanned image interpolated to 1024 points.

For the two-dimensional case, a Fresnel zone plate was used as the test object. Image

blurring was not performed prior to sampling for this case. The images were sampled by taking every

17th point in the object as in the one-dimensional case to produce 128 x 128 images. A rectangular

submicroscan grid was used to generate four 128 x 128 images with a relative image shift of 6

percent of the pixel pitch in each shift direction. The four images were interpolated using the two-

dimensional submicroscan technique to produce a 256 x 256 image. For comparison, one of the 128 x

128 images was interpolated to 256 x 256 points using standard techniques as was done in the one-

dimensional case. This standard image and the submicroscanned image are shown in Figs. 7 and 8.

The reduction in aliasing is clearly evident in Fig. 8.
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Fig. 7. Two-dimensional image without submicroscanning.

Fig. 8. Two-dimensional image obtained with submicroscanning technique.
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7. Experimental Results

A verification of the submic . interpolation technique was performed using a liquid-

crystal beam steerer designed for Lion at 1.064 g±m. This device produced a maximum OPD of

1.064 pm over a clear aperture of ) cm, giving a submicroscan angle of 52 grad. The imaging

sensor was an Amber lnSb system with a 128 x 128 FPA and associated optics for 3- to 5-pm

operation. The detectors in the FPA were 40 -pm square with a 50-Mm pixel pitch. An F/3 lens system

with a 100-mm focal length combined with a submicroscan angle of 52 girad generated an image shift

of 5.2 jim. The experimental setup is shown in Fig. 9.
IR Wire-Grid

f= 100 mm PolarizerF/3

InSbIris

FPA ni From Target/

Collimator Assembly

I-

IR Imaging Sensor Liquid-Crystal
Beam Steerer

Fig. 9. Nonmechanical microscan experimental setup.

The IR wire-grid polarizer was necessary to polarize the incident radiation along the extraordinary

ray direction in the liquid crystal. An adjustable iris positioned in front of the polarizer blocked

unwanted stray radiation at the expense of increased background noise. Due to time constraints, the

cold shield of the imaging system was not adjusted to reduce this background noise.

Although the beam steerer was designed for 1.064 gm, it was predicted to have

approximately 35 percent transmittance from 3 to 3.5 gm. The overall transmittance of the beam

steerer-polarizer combination was expected to be below 12 percent. High-temperature blackbody

targets were necessary due to the low transmittance and short wavelengths. A target temperature of

610 C with a background temperature of 50' C was chosen to maximize image contrast within the

constraints of the blackbody sources. Since the Nyquist frequency of the imaging system was 1.0

cyc/mrad, a four-bar target with a spatial frequency of 1.5 cyc/mrad was chosen so that aliasing

would occur. The cutoff spatial frequency due to the detector size was 2.5 cyc/mrad.

Two image fields were acquired; one with the beam steerer off and the other with the beam

steerer switched on. In both cases, the image of target was aliased and unresolved. These image

fields are shown in Figs. 10 (a) and (b). The two images were then processed using the submicroscan

interpolation technique to produce an unaliased submicroscanned image. Contrast in both of the
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images was low, but as shown in Fig. 11, the four-bar target is resolvable in the submicroscanned

image.

Fig. 10(a). Aliased image of a four-bar target with the beam steerer on.

Fig. 10(b). Aliased image of a four-bar target with the beam steerer off.
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Fig. 11. Submicroscanned image of a four-bar target.
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8. Conclusions

Submicroscan interpolation techniques provide a method of incorporating optical space-fed

phased arrays as nonmechanical beam steerers in microscanned imaging sensors. While typical

microscan patterns require image shifts of a half pixel pitch, the submicroscan patterns used here

require image shifts of only a small fraction of the pixel pitch. Small image shifts are necessary

because the liquid-crystal beam steerers have a limited steering angle if dispersion effects associated

with the grating-like nature of these devices are to be avoided. The interlaced sampled images

produced by these devices can be processed using the unique interpolation techniques derived here to

obtain results equivalent to those of typical microscanning.

The experimental results demonstrate that liquid-crystal beam steerers can be used to

perform nonmechanical microscanning when combined with submicroscan interpolation techniques.

The results given here were generated under non optimum operating conditions with a device not

designed for operation over 3 to 5 gm. A device specifically designed for this application would have a

much higher transmittance over the passband and would produce a dramatic improvement in image

contrast.

Currently available liquid-crystal beam steerers can only steer in one direction, but they

would be able to provide image enhancement along one direction in the FOV of a staring imaging

sensor. Hardware implementation of FFT algorithms and the use of multiprocessor systems should

provide increased frame rates for submicroscanned sensors utilizing liquid-crystal beam steerers.
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AN APPROACH FOR UNIFIED SENSOR MANAGEMENT DESIGN

Milton L. Cone
Assistant Professor

Department of Computer Science/Electrical Engineering

Embry-Riddle Aeronautical University

Abstract

Modern aircraft are sophisticated machines with increasing numbers of sensors that generate more data and

operate in a greater variety of modes than ever before. To improve the performance of these machines a

sensor manager, in the words of Stan Musick, is necessary "to direct the right sensor to the right task at the

right time." The design of a sensor manager is difficult. The common approach is to use ad hoc methods

. evelop rules which direct the sensors' operation under various conditions. The goal is to develop a

technique that unifies the sensor manager design. This report examines one such technique, the Analytic

Hierarchy Process. The author concludes that a modified version of the Analytic Hierarchy Process is a good

candidate for the job of design integrator for the development of a sensor manager.
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An Approach for Unified Sensor Management Design

Milton L. Cone

Introduction

In future combat missions where high valued assets are used against large numbers of lesser valued

assets, a very high exchange rate will be militariiy as well as politically necessary. Future sensor systems

are expected to produce large quantities of information that can easily overload a pilot thus degrading his

performance and reducing the exchange ratio. Several software, pilot interface and hardware

improvements are needed to aid the pilot in reacting and controlling these advanced systems. The

Formal Mathematical Methods for Sensor Management (FMMSM) is one of these programs. Initiated by

Stan Musick of WLIAAAS-3, Wright Labs, Wright-Patterson AFB, OH, this program addresses the design

of smart controllers for the on-board sensors. While recent sensor managers for tactical aircraft have

been assembled by ad hoc or combinations of methods, this program's approach is to develop rigorous

methods for a unified sensor management design.

AHP1 Overview

This report uses the Analytic Hierarchy Process, AHP, as a method to guide the design of the functions

of the sensor manager system. In some cases an AHP design will be used to achieve a sensor manager

function. In other cases the AHP design philosophy will be used as a paradigm to guide the

development. This approach maintains a consistent design philosophy throughout the sensor

management system. The design of one sensor manager function will be completed using two AHP

decompositions.

The first principle of AHP is that a system can be broken down into hierarchies. Most techniques

subscribe to this type of decomposition. In AHP these hierarchies reflect a natural decomposition of a

system into the basic elements of the problem. Saaty, calls these basic elements the problem's entities.
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By progressing from top to bottom of the AHP hierarchy, the entities change from general or more

uncertain to more particular or definite. Entities can be grouped into levels which influence only the

entities at the next higher level and are influenced only by entities at the next lower level. Within any one

level an entity is influenced by all of the entities at the next lower level. See Figure 1 reproduced from

reference 2 for an example. In that figure the entity "Maximize Long Range Knowledge" is affected by all

of the level 3 entities but not directly by any of the level 4 requests.

The second AHP principle is comparative judgement. Preferences are developed between each of the

entities at a level with each of the entities at the next lower level. These preferences are pair-wise

comparative judgements of the relative importance of each of the lower level entities to each one of the

entities at the next higher level. For example in Figure 1, "ATil-Classification Requests" is compared to

"ATR-Recognition Requests" to determine which entity better satisfies the subgoal of "Maximum Long

Range Knowledge". A pair-wise comparison is made between each of the request characteristics to

determine their contribution towards maximizing long range knowledge. The pair-wise comparisons

become elements in a comparison matrix which is used to determine overall priorities. Thus "Maximum

Long Range Knowledge" produces a 13 x 13 preference matrix of pair-wise comparisons. Additionally,

each of the four subgoals also has a 13 x 13 matrix associated with it.

The third principle of AHP is the synthesis of priorities. In going from the bottom to the top of the

hierarchy, AHP determines the ability of each of the lowest level actions to contribute to each of the

entities in each of the higher levels until finally the best action to satisfy the global priority is chosen. In

Figure 1, AHP ranks all requests according to their ability to meet some overall sensing goal. As each

request is processed through the hierarchy different request characteristics and subgoal priorities cluster

together. The pair-wise preference matrices determined above make sure that the contribution of each

request to each of the intervening levels is properly included. At the top level each sensor request has

been compared to each other sensor request on the basis of its ability to satisfy the overall goal. Saaty
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provides details on the matrix manipulations. They will not be reproduced here as the main interest of this

paper is on decomposition.

When the pilot is a sensor manager, he develops a prioritized target list, assigns which sensor he wants

to perform each task and then determines when he wants the task to happen. He may have valid

reasons for some choices and preferences for others. The difference between a valid reason and a

preference is that a valid reason is a preference supported by stronger evidence. AHP is a process which

formalizes the pilot's actions into a design for a sensor manager.

Mis vlanager Overview

The guidance to contractors for the FMMSM program outlines how a sensor manager system fits intc the

larger mission manager system. Generally a mission manager coordinates all on-board operations,

tailoring the operation of each of the systems to the particular phase of the mission. In any aircraft there

are basically three things to control. These are the flight controls of the plane, the weapon systems that

may be on-board the plane and the sensor systems that are available in the plane. Figure 2 shows how

PILOT

MISSION MANAGER EXTERNAL SYSTEMS

F __
SENSORS WEAPONS PLANE

Figure 2 Aircraft System
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information flows between the system manager and the pilot, on-board systems and external systems.

Modem aircraft will be intemetted with other aircraft in its flight as well as with external systems such as

AWACS. For the FMMSM study the internetting function was not considered. This approach makes a

simpler problem whose solution can be extended when internetting is permitted.

Figure 3 outlines the inner workings of the mission manager. There are seven functions within the

mission manager. The Mission Manager Executive directs the operation of the other six. It maintains

control of the flow of all information into and out of the mission manager and between functions within the

mission manager. While flight control is far more complex than indicated, it is not the focus of this paper

and so is represented by a single box. (This will be done again in the description of the pilot-vehicle

interface where several functions are grouped together. In AHP terminology this is analogous to

MISSION MANAGER
EXECUTIVE j

-PILOT-VEHICLE

FLIGHT CONTROL "\PLO-EIE

' / "INTERFACE

I SENSOR MANAGER / INTERNET-ING

____________ / L_______

MULTISOURCE
FIRE CONTROL INTEGRATION

Figure 3 A Mission Manager Decomposition
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clustering of entities when moving up the hierarchy.) The intemetting function has been disabled and will

be referred to only when necessary to show how that function can be incorporated into the current design.

Three of the four remaining functions will be briefly described. These descriptions are similar to the ones

in the A3M study3. The fourth, Sensor Management, will be more fully described using AHP to develop

the design.

The function of fire control is to determine prior,:ization for each track designated by the pi" - or the

internetting function (ignored here), to select and allocate weapons, and to compute the IP inch envelopes

for ownship's weapons for each target. Missile update guidance and kill assessment can be computed if

required.

The pilot-vehicle interface allows the pilot to communicate with the mission manager executive. While the

broad view of the mission manager taken here includes all controls with which the pilot interacts, the

concentration is on displays and cockpit controls involving the sensors. The status of all sensors and

weapons systems, missile launch envelopes and kill assessment may be displayed. The pilot inputs his

commands through controls on the stick, cockpit switches or touch-screen menu options. In advanced

designs, the pilot-vehicle interface may also include voice actuation. The pilot-vehicle interface includes

mission plarnning and automatic route planning. Many of these functions would be broken out into their

own blocks in a complete system description. Here it is convenient to group them together.

Multisource integration, MSI, fuses sensor data and creates and maintains the MSI track files. These files

are composite tracks derived from inputs from all on-board sensors. Inputs from the radar and IRST

sensors (assumed available) are used to develop composite kinematic tracks. An identification function is

also provided which determines classification (fighter, bomber, tank, armored personnel carrier, et

cetera), target type (Mig 29, B-52, T-72, BMP-1) and friend/foe/neutral. It is assumed that an individual

sensor continues to perform its tracking function if it has one. The multisource integration function fuses
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existing correlated tracks or attribute data from each sensor. (In some designs the individual sensor track

correlation function is also performed by the MSI.) The MSI then prepares a request for the sensor

manager indicating on which targets it wants additional data, what service it requires and why it thinks this

data is required. Generally this will be a request for information on all new and active tracks. The

architectural implementation of this request generation process may be at the sensor or MSI level as part

of that system, at the sensor manager but distributed at the sensor or MSI processor, or at the sensor

manager as part of the sensor manager's central processor. Here request generation is assumed to take

place at the source of the data. Hence each sensor generates its own requests for the sensor manager

as does the MSI. If this assumption is not true then the sensor manager diagram in Figure 4 gains

another block for request generation.

Sensor Manauer

The sensor manager directs the controllable sensors on the aircraft. The manager intelligently makes

sensor assignments based on requests of the mission manager executive. This may include pilot

requests, reouests from the internetting function for cooperative attack planning, requests from the fire

control for weapons launch or attack support and requests for special operations like passive sensing

from the mission manager executive. Figure 4 shows the functions that the sensor manager performs

and the flow of information into and out of each function. The sensor manager first validates the

requests. This includes checking the existing database to see if the request can be fulfilled without any

additional sensing. The request then enters onto a list of tracks to be serviced. The sensor manager

prepares this list of all tracks requiring sensing from the special requests, the multisensor integrator, the

tracking sensors and the mission manager (for search requests). (The basic principle is that every

function should prepare its own request. The sensor manager takes the global view and prioritizes these

requests.) This process requires inputs from the mission manager executive to establish mission

priorities, the navigation system for ownship coordinates, the internetting system and the broad area
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Figure 4 Functions of the Sensor Manager and Relation to the Mission Manager

detection systems like a radar warning receiver for threat areas to search.

Next the sensor manager has to create a prioritized list of tracks.The sensor manager can do four things.

It can:

1. order a track update on an existing track to maintain tracking and/or to increase accuracy,

2. order a sensor to collect more information to try to identify by class, type or friend/foe/ne.utral,
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3. direct a sensor to determine more information about the number of targets in an existing track,

and

4. redirect a sensor's search area or technique to satisfy mission priority.

For these four functions the Sensor Manager determines a priority based on a set of predetermined

criteria and weights. From the prioritized list of tracks the sensor manager determines which sensor

services are to be performed by each controllable sensor and issues the broad commands to each

sensor. In the next section more detail about each of the sensor manager functions and an AHP design

for the "Prioritize Requests" is given.

Request Validation Function

The Mission Manager communicates the sensor status and all requests for sensor service to the Mission

Manager Executive. The Mission Manager Executive coordinates the activities of the other mission

manager functions. Requests for sensor service can come from the sensors, the MSI, the pilot,

Intemetting and Fire Control. A request is composed of a request number assigned by the Sensor

Manager Executive, a track number if one exists, a request for the type of service desired (which are track

update, track identification, track raid assessment or area search), and a request for a particular sensor

and mode if known. These requests are validated according to broad sensor availability rules. These

include such criteria as:

1. The sensor is not operational

2. The sensor is under the control of the pilot

3. The mission goals restrict the use of the sensor.

Generally only certain requests will require a specific sensor. These typically come from the pilot or from

a lower level cueing where one sensor derives pointing commands for another sensor or predicts the

onset of a particular target activity or maneuver. Any interaction between sensors should be coordinated
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through the sensor manager. The sensor manager has a global view of sensor requirements. Letting the

sensors interact on their own makes it difficult for the sensor manager to effectively control the limited

sensor resources.

Prioritize Request Function

The validated requests are passed to the Prioritize Requests function. This function establishes the

preference for which request to service first and which sensor mode will fill that request. Figures 5 and 6

show how those preferences are developed using AHP. A request comes in to the sensor manager with

a known type of service desired (update track, update ID, update raid assessment or perform search).

The type of service picks one of the paths. For example, the preferences for update tracks would be (1,

0, 0, 0) indicating no preference for update ID, update raid assessment or search. (It might be possible

for a

GLOBAL PRIORITY PRIORITIZE ALL
REQUESTS

SUBGOAL
PRIORITIES

UPDATE TRACKS UPDATE ID UPDATE RAID PERFORM
_ I ASSESSMENT SEARCH

TRACK -- ., .- - . --.. .< " . " /
CHARACTERISTICS " - / -'-: -: -- -... • " -\ .... /

TRACK LOSS TRACK Mission Phase irime Since
POTENTIAL M DISPOSITION IMMINENCE Requirement Last Search

I ..-- " • - •_ -::.• - -- : ... :: --: "- .--- _

ALL REQUESTS

Figure 5 Prioritize All Requests
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preference to be mixed for example (1, 1, 0, 0) indicating an equal desire for two services.) The next level

lists characteristics that allow discrimination of which type of service best fits the incoming request. At the

lowest level are all of the requests. For each request, functions can be created that calculate a value for

track loss potential and track imminence'. Track loss potential is the likelihood of losing a track; track

imminence estimates the time to encounter ownship. For example the function that determines track loss

potential might be a function of track speed, altitude, range, track ID, time since last update, variances

associated with MSI estimates of track's range, azimuth and elevation. The track imminence function

might be a function of distance to ownship, track velocity and their relative variances. The function for

track disposition expresses the intent of the track as either friendly, unknown or hostile. This information

is available from the attribute fusion function of the MSI. The Mission Phase Requirement is a preference

for track or search based on mission phase. The mission phase is established by pilot input or the

mission manager. Time Since Last Search shows the preference for search over track as the search data

ages. This characteristic forces a search to be done periodically. For this decomposition, AHP's

prioritization scheme is similar to that advocated in Popoli4 using fuzzy set theory. See his

"Demonstration 1".

In Figure 5, preferences must be expressed between the various service requests and the various

characteristics of the tracks. While there can be a good argument that all are equally important, it seems

that in most cases raid assessment is less important than knowing the track's ID or maintaining a good

track. The danger in assigning these values is that in the end all requests will be ranked with those

highest ranked generally getting the best and fastest service. If update ID is generally given a higher

preference than raid assessment, then raid assessment may not ever get done. But if maintaining a

good track means doing a raid assessment then the two combine to make this a very high priority task.

The strength of AHP is that these preferences are clearly evident and easily modified.

Figure 6 shows how the prioritized requests from Figure 5 get assigned to the desired sensor and sensor
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Figure 6 Assigning Preferred Sensor Modes to Prioritized requests

mode. The goal of this process is a list of tracks, along with the associated preference for which tracks to

service, and the preference for which sensor mode to assign to that track. The sensor manager exists at

two levels'. There is the macro-level that is centralized in one processor and a g-Ievel which is distributed

in the individual sensor processors. When the sensors generate the original requests the g sensor

manager calculates whether a track update, ID update or raid assessment is required. This process will

be based on a set of criteria such as maximum position error, maximum velocity error, minimum track

score determined by some function (there may be several of these), maximum residual allowable or time

from last update. The determination to request a track update carries with it the values of these criteria.

The macro-manager takes these values and prioritizes them in real time. The preferences for which

sensor modes best address a type of request are made off-line. Assignments are made using a

weighted AHP2 technique that reflect a sensor mode's availability. The mode availability will be reduced

by a factor k, O<k<l, each time that that mode is assigned to a request. The factor k is based on the

average expected duration of the tasks to be executed between sensor manager updates. An example
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may help clarify how this process works.

Suppose a request for a track update is generated by the radar sensor Pmanager. The Pmanager has

sensed that the track quality is degrading because the maximum time criteria from the last update and

the maximum residual has been exceeded. It has been established that the first track quality measure is

best corrected by sensor 1, modes a, d or f or sensor 3, modes e or g and the latter track quality measure

is corrected by sensor 2, mode b or sensor 3, modes e or h. Depending on the degree by which one

sensor mode is preferred over the other, sensor 3, mode e will probably have the highest preference.

After picking sensor 3, mode e the weight of that sensor mode is reduced by the factor k. Assume k is

0.25 and the previous weight of sensor 3, mode e is 1.0, then for the next time the preferences are

generated that involve sensor 3, mode e the preference for that sensor mode is reduced but not to 0. The

reason for not reducing the weight to zero the first time that sensor mode is picked is that the process

may be completed in less time than it takes to repeat the sensor manager cycle. This technique allows

one sensor in a particular mode to be used more than once. Depending on how the sensor operates it

may be necessary to reduce all of the sensor's modes by a factor when any mode for that sensor is

picked.

Schedule Requests Function

Leaving the Prioritize Request block are requests that are prioritized according to their importance and

which have assigned sensors and sensor modes appropriate for their requirements. The next block on

Figure 4 is the Schedule Requests function. The two common approaches to scheduling are the myopic

or "best first" and the non-myopic or "brick laying approacht" The best first approach takes the highest

priority request and fills it first and then works through the list until there are no more requests or no more

sensor time to be allocated. The brick laying approach tries to optimize the scheduling so that some

criteria is maximized. Frequently, this criteria is to serve the most requests. A search of all combinations

of potential sensor assignments finds the combination that serves the most requests. The major
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drawback to the bricklaying approach is the amount of time that the exhaustive search takes and the

inability to serve pop-up requests'. Popoli suggests that the macro-manager has two types of taskings,

fluid and hard deadline. Fluid tasks can be scheduled most anytime during the sensor manager cycle but

may still have some weak constraint like "can't start before such a time'. The hard deadline tasks have to

be scheduled within a narrow window of time. An example of a hard deadline task is a missile update

request generated from the fire control system. Either approach may be better based upon a specific

application but Popoli recommends the myopic approach since the macro-manager generally has very

fluid tasking requests. This implies many solutions are nearly optimal so that an exhaustive search is

unnecessary. He also feels that a myopic scheduler can best handle pop-up requirements like

rescheduling a failed sensor request without waiting until the next macro-manager cycle. The myopic

scheduler described by Popoli looks at the ha-d deadline tasks first. The highest priority task is taken and

scheduled. Then as many fluid tasks as can be fit before the first hard deadline occurs will be scheduled.

Fluid tasks are taken on a highest priority basis. Anytime a pop-up task is sensed a new fluid schedule is

generated and the process repeats.

Develop Broad Commands Function

The next block in figure 4 is develop broad commands. This function generates the high level tasking for

the sensor. These commands tell the sensor what tasks to perform. The commands are communicated

from the central processor to a part of the sensor manager located in the sensor's processor. This

remote sensor manager is called a g± sensor manager. The p sensor manager develops the low level

commands that tell the sensor how a particular task can best be accomplished.

Summary

This report has shown how AHP can be adapted to perform the functions required for a unified sensor

design. AHP follows the three principles of problem solving'. These are decomposition, comparative

judgements and synthesis of priorities. Within the broad framework that AHP pmviti -c many different
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techniques for uncertainty management can be incorporated. This makes AHP a good candidate for the

job of design integrator for the development of a sensor manager.
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Abstract

An incoherent two pupil scanning image processing technique appropriate for

optical remote sensing applications (e.g., LADAR) has been investigated. By scanning

simultaneously with two superposed optical beams, of slightly different temporal

frequencies, complex ti.e., amplitude and phase) and/or bipolar spatial filtering

operations can be applied to intensity representations of remote objects. The technique

is similar in a sense to the way by which computer based post processing has

traditionally been applied to incoherent optical images in that an appropriate optical

convolution kernel, generated by the two pupil interaction process, is convolved by

scanning with object intensity records. The all optical technique, however, is capable of

real time image processing, and in many instances may be capable of producing higher

resolution processed images than are achievable by computer based post processing

alone.
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SCANNING IMAGE PROCESSING FOR OPTICAL REMOTE SENSING

Bradley D. Duncan, PhD.

INTRODUCTION:

In conventional (i.e., single pupil) optically incoherent scanning image processing

systems, severe limitations exist on the image processing functions available for

implementation due to resulting non-negative intensity spread functions. Such

limitations can be avoided, however, by introducing a two pupil system in which both

pupils simultaneously and interactively process a desired image through scanning [1,2].

As will be shown, any bipolar and/or complex incoherent impuLe response can be

synthesized by using two pupil methods, as long as each pupil function can be

arbitrarily specified.

Heuristically, optical remote scanning image processing is achieved by convolving

a target image with an appropriate point spread function (PSF), or convolution kernel

which describes the desired processing function. The convolution kernel is synthesized

by choosing appropriate scanner plane pupil functions, such that after diffracting to the

target, the desired PSF is generated. The PSF is then moved about the target by scanning

(analogous to the sliding process required for mathematical convolution), after which the

back scattered light is collected and converted to an electrical voltage or current signal

(analogous to the integration process required for mathematical convolution). The

processed image can then be viewed (possibly in real time [2,3]) by synchronously

mapping (with respect to the scanner position) the signal thus generated to some display

device.
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Incoherent processing of remote target images is of interest due to the inherent

reduction of undesired speckle artifacts which plague coherently processed images. As

with most familiar computer based post detection image processing schemes, incoherent

optical processing often involves the enhancement or extraction oi desired features

contained within an intensity based target image. By comparison to computer based

processing schemes, though, all optical techniques are capable of producing images

processed in real time, as the desired processing function is implemented optically at the

target prior to detection. Furthermore, all optical techniques will generally be capable

of producing higher resolution processed images than are possible with computer based

techniques, since optical processing occurs at the target itself, whereas computer based

post processing is performed on already reduced resolution (i.e., spatially low pass

filtered) target intensity records [4,5]. Ideally, optical processing techniques are limited

in resolution only by the diffraction limited resolution of the receiving optics.

Contained within is a -neral description of a proposed two pupil

superheterodyne scanning image p-ocessor appropriate for implementation in optical

remote sensing schemes. The accompv-wing theoretical analysis will detail the process

by which bipolar and/or complex incoherent processing functions can be achieved.

Comparisons will also be made between the two pupil technique and similar coherent

and incoherent single pupil scanning image processing techniques. Finally, some

practical trade-off issues will be addressed and directions for continuing and future

research will be identified.

3-4



TWO PUPIL SUPERHETERODYNE SCANNING IMAGE PROCESSING:

The proposed scanning image processing system based on acousto-optic two pupil

interaction is shown schematically in Figure 1. Assuming short intra-processor

propagation distances and linear (e.g., horizontal) source polarization, we see that the

pupil functions U and V are superposed on an x-y scanning device after passing through

a polarizing beam splitter cube (PBS) (e.g., oriented to pass horizontally polarized light)

and a quarter wave plate oriented to produce a circularly polarized transmit/scanning

beam. The composite scanning beam is then expanded by a telescope and is

subsequently used to scan a remote target r, located a distance z from the telescope's

monostatic transmit/receive aperture. The back scattered energy received from the

scanned target then follows a reciprocal path back through the telescope and quarter

wave plate to produce a linearly polarized beam which is reflected by the polarizing

beam splitter cube in the direction of a photodetector (PIN). Also notice lens #,. This lens

is chosen and placed so as to produce a reduced image of the scanner at the

photodetector plane in order to reduce the effects of scanner wobble; though it should

be mentioned that for remote targets which are small with respect to their distance from

the transmit/receive aperture, the peak-to-peak scanner deflection will typically be very

small. For example, only a 0.20 peak to peak scanner deflection would be required to

scan a 30 m target at a distance of 10 km.

Notice now that the contribution due to pupil U is upshifted in frequency

according to the operating frequency fc of the indicated acousto-optic modulator (AOM).

After detection then, the processed target information will be contained in an

intermediate frequency (IF) signal centered at frequency fc. The photodetector is thus

followed by a bandpass filter (BPF), centered at fc, and an RF amplifier appropriate for

amplifying the IF signal. Under many circumstances the IF signal will now simply be
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synchronously demodulated by mixing with a pure sinusoid at frequency f,, after which

the demodulated information is available for output to some display or storage device.

If, for instance, the demodulated IF signal is mapped to a display screen in synchronism

with the scanner's motion, the processed image of the target r will be seen, as will be

shown shortly. Figure 1, however, shows a more general demodulation scheme in

which, prior to display or storage, the IF signal is first mixed down to a reduced

intermediate frequency fo and level shifted by the addition of the DC voltage VDc. These

steps are in general necessary in order to enure the preservation of IF phase information

after display and/ or to provide the opportunity for incorporating spatial carriers into the

processed image. These more complex demodulation procedures have, for example,

proven useful in the area of optical scanning holography in which a scanning processing

system similar to that shown in Figure 1 has been employed [2,3].

To begin a more formal analysis of the incoherent scanning image processing

technique, we first, for convenience, consider the two pupil functions U and V as they

exist at the telescope's exit aperture. Specifically, we write

V7.T) = (1)oM)

and

U(-(p) - U(o/ M) , (2)

where UT and VT are expanded pupil functions which are subsequently transmitted

toward the target, M is the telesr-)pe magnification and T. and •'F represent the two

dimensional intra-processor and transmit/receive aperture coordinate systems,

respectively. As the processed target image will ultimately be resolution limited upon
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detection according to the size and shape of the telescope's monostatic aperture, we also

introduce the notation W (T) to represent the monostatic aperture function. After

scanning and collecting the back scattered light, the time varying electrical signal

produced by photodetection is then written, in voltage form, as

v(Tr Z; t) W1 ~W(TO) V[ '(T2 -T; Z) (3)

U,' (T2 - p; z) e2fCI r (T2) )12 dT2

where, in the case of very distant targets, the primes indicate the far field (i.e.,

Fraunhoffer) diffraction patterns of the indicated pupil and aperture functions, *

indicates convolution, T2 is the two dimensional target coordinate system, 'W is a time

varying two dimensional shift variable corresponding to the motion of the scanner, and

where for generality the distance z to the target has been retained as a parameter.

Ideally, with an infinite receiver aperture (i.e., wl (T) = a (IY2)), equation (3) is

interpreted as follows. First, the target r (p2) As illuminated by the superposition of U'T

and V'T, the far field diffraction patterns of pupil functions UT and VT, where U'T is

shifted in frequency by an amount f, due the action of the AOM shown in Figure 1. As

the composite scanning beam is scanned about the target then, the back scattered light

is collected by the receiver aperture, focused onto a photodetector and converted to an

electrical signal. Due to the finite size of the receiver aperture, though, the received

optical information must first be convolved with the far field diffraction pattern of the

receiver aperture function wP (p2) , prior to detection, in order to account for the limited

spatial frequencies capable of passing through the receiver aperture. As such receiver

apertures typically act as low pass spatial frequency filters, this convolution process in

essence serves to limit the resolution of the scanned processed image [4,6].
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Upon performing the appropriate simplifications of equation (3), the IF signal Q

following the RF amplifier of Figure 1 is found to be

a

{w, T. (u,, (,- T;z) r )cp e"" x .' t

where Me indicates the real function and the superscripted * indicates complex

conjugation. Notice that equation (4) is in the form of the inverse phasor transformation.

That is, we may write

Q(T, z; t) = Me[ V(Y, z) e -J2 oft  (5)

where the phasor ( z) is given by

V(,z) = fftW( w 2) v7 (VT( 2 - T; z) r (T 2 )) (6)

Notice that equation (6) is a function only of spatial coordinates and is in general

complex. In fact, equation (6), though rather cumbersome at this point, represents the

complex processed image of the target r (T2). We'll look at equation (6) more carefully

later. For now, though, consider the demodulated signal produced by further frequency

and level shifting as shown in Figure 1. In general, the signal finally available for output

to a display or storage device is written as

V 0 (6', z; t) = + 91e[ V(iT; z) e-2•f.t] (7)
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Note the similarity of this result and that given by equation (5). The only difference is

that the temporal frequency has been changed to f. and that a DC bias has been applied.

Let's look at each of these effects separately.

First, consider that case where fo = 0. That is, assume that the IF frequency is

removed from equation (5) by mixing, prior to storage or display. Equation (7) then

becomes

Vo(T; z) = vC I 7(F; z) I cos{[(D ; z)} (8)

where •,>(O; z) is the phase of the processed image represented by equation (6). We

see then that the addition of Voc is required in order to ensure that I voI> 0. For

instance, most display devices are incapable of responding to negative modulating

signals. In order to properly preserve the phase (lc, of the processed image then, Vc is

simply adjusted to ensure that I vo0 > 0.

Next, consider the case for which iý(jT; z) = 1, everywhere. That is, consider

F (T') to be a uniformly illuminated white background, for instance. Also consider that

the signal of equation (7) is fed to the modulating input of some display device whose

electron gun (in the case of a common CTR display monitor) is adjusted for raster

scanning. That is, the velocity v) of the electron gun in the x-direction, is very much

greater than the velocity vy of the electron gun in the y-direction. Equation (7) can then

be written as

Vo(T; Z) = + COS 2 ý-_x) (9)
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where we have assumed that VDc = 1/2. After display, then, we see that the effect of the

temporal frequency f, is to create a corresponding spatial frequency fo/v,,. Though not

always necessary, as previously mentioned the incorporation of spatial frequency carriers

by this method has proven useful in the generation of off axis, spatial carrier frequency

holograms by scanning techniques similar to those described here. The only requirement

is that the spatial frequency fo/vx be resolvable by the chosen display device. Thus f. is

usually chosen much smaller than fc, as the I'.N1 drive frequencies are usually on the

order of tens to hundreds of MI-Iz. We therefore interpret equation (7) as representing

the processed image N(T; z) of our target r(T,), level shifted by VDC in order to

preserve the phase OV, and upon which has been imposed a spatial carrier frequency

fo/Vo, as desired. Now let's look at the processed image V(T; z) given in equation (6)

more carefully.

Consider for now that the monostatic transmit/receive aperture of the telescope

in Figure 1 is axt:itrarily large, such that wl (W,) = 8 ({2) . Equation (6) then becomes

4.(6; z) = ffVr"*(T,-F; z) u ,,( ; z)IFr (,) 2I d , (10)

= (v' (T; z) U, (T; z))01 r(T)2

where the subscript :o indicates an infinite receiver aperture and ® indicates correlation.

In terms of the more common convolution process we may write

( Y;z) =(vT' (-F z) u,,(; z)). * I r () 1 )

Notice that equation (11) in general represents an incoherent image processing function

since the complex convolution kernel operates on the target intensity distribution I r I 2
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Though not conveniently obvious, the more general representation of the processed

image given in equation (6) is simply a spatially low pass filtered version, of sorts, of the

ideal processed image given in equation (11). Furthermore, and quite interestingly,

equation (10) may also be applied directly in the case where a target is not so distant

from the scanner as to be in the far field. In such a case (e.g., a laboratory environment)

where resolution limits due to finite receiver apertures are less severe, or possibly

negligible, we simply take the primes of equation (10) to represent Fresnel diffraction

and interpret Vl.(T; z) as our complex processed image.

A greater challenge is to now determine the appropriate pupil functions UT and

VT such that after propagation to the target the desired convolution kernel is created. In

practice the two pupil synthesis process proceeds, generally, as follows. First, a decision

must be made as to the processing function (e.g., edge extraction) which is to be applied

to the target. A convolution kernel capable of yielding this processing function is then

identified (e.g., the "Laplacian-of-the-Gaussian," or LOG kernel, for edge extraction [5])

and written as the product of two other functions vT." (-v; z) and u.' (-i'; z). We

then make a change of variables and back propagate these functions to the scanner plane

to determine the pupil functions V,(F, ) and U,(j"1 ). As may be expected, the last step

is, in general, the most difficult, and may need to be performed numerically.

COMPARISON TO SINGLE PUPIL PROCESSING:

To further investigate the advantages of the incoherent two pupil scanning image

processing technique we shall now compare it to two other similar scanning image

processing techniques. First consider a single pupil direct detection (i.e., no optical

mixing at either the transmit or reccive stages) scanning image processor. We will also,

for convenience, consider an arbitrarily large receiver aperture. For such a system then,
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the post detection electrical signal, represented as a voltage, will be

V(65; Z) u, ffju'C - T; z) r-F( 2)I 2dC- 2
(12)

fj JJUl (- 2 _; Z) 12 1 r(-F.)I12 dp2

or

(13)
v(j; z) UI u '(-(jIT) 2 r(T) 12

where U is the single pupil function, the primes indicate either Fresnel or Fraunhoffer

diffraction, as appropriate, 'F2 is the two dimensional coordinate system at the target, z

is the distance to the target, -F is a time variant two dimensional shift parameter

corresponding to the motion of the scanner, and * indicates convolution. As equation (13)

is seen to yield a processed version of I FI 2, we thus recognize equation (13) as

representing the mechanism by an image is incoherently processed by single pupil

scanning. Unfortunately, this technique is severely limited with respect to possible

processing functions due to the strictly real/positive nature of the processing kernel

uI 1. In fact, the optical transfer function (OTF) of a single pupil scanning system has

been shown to be [1]

OTF = Z71v(5; z)}) = UOU (14)
SI r(-)12}

where .7indicates the spatial two dimensional Fourier transformation and where(®

represents correlation. As the OTF of an incoherent imaging system is representative of
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its spatial filtering characteristics, we see that a single pupil scanning image processor

is inherently limited to low pass spatial filtering operations since the OTF is simply the

auto-correlation of the non-diffracted pupil function U.

Notice now that equations (11) and (13) reduce to the same form if two identical

pupils are chosen in the two pupil scanning processor arrangement of Figure 1. We are

thus capable of performing incoherent low pass spatial filtering operations by either the

single or two pupil techniques. The two pupil technique, however, has at least one

distinct benefit. That is, since two temporally offset pupils are mixed prior to

transmission in the two pupil technique, upon detection the processed image information

is contained in an intermediate frequency signal. This, under most circumstances, will

provide increased electrical signal to noise ratios for images processed by the two pupil

method, as a result of the IF signal being isolated from low frequency environmental

noise. In general, the two pupil technique will not, however, provide post detection

signal to noise ratios as large as those possible in scanning processing systems which

provide for mixing with an optical local oscillator (LO) beam just prior to detection.

Consider now a single pupil scanning image processor which, as just mentioned,

provides for local oscillator mixing immediately prior to detection. For such a system the

post detection electrical signal, represented as a time varying voltage, will be

zf IA + u' (T2 1z2 d 2  (15)

where A is the amplitude of an assumed uniform local oscillator beam, fc is the drive

frequency of an AOM used in an arrangement similar to that shown in Figure 1 and

where, for convenience, we once again assume an arbitrarily large receiver aperture. The

corresponding IF signal is then given as
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frT z; t) = 2A91e -ýu T ;z T, T -~f

while the complex phasor representation of the processed image is given as

or

".(7; z) = (2A) U' (-F; z) * r(p) (18)

Note the similarities and differences between this result and both equations (11) and (13).

For single pupil processing with LO mixing just prior to detection (as opposed to the

two pupil technique where mixing occurs during transmission), we see that optically

coherent processing of the target image r(j') is performed, and that in general the

processing kernel U' may be complex and/or bipolar. There is thus great flexibility in

the coherent single pupil technique. However, due to the coherent nature of the

processing function described by equation (17), images processed by coherent single

pupil methods are easily corrupted by coherent spatial noise (e.g., speckle) (4,6]. This

is of especially great concern in optical remote sensing applications where the effects of

atmospheric turbulence may not be ignored. Thus for remote optical sensing

applications, even though the coherent single pupil technique may provide for higher

post detection electrical signal to noise ratios, the higher image quality likely achievable

by the complex incoherent two pupil processing techniques would tend to make

scanning two pupil image processing techniques quite attractive. Recent advances in
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optical amplification of weak LADAR signals [71, coupled with the fact that the two

pupil incoherent scanning method will in general provide intermediate electrical signal

to noise ratios, higher than those achievable by direct detection techniques, will also

contribute to the effectiveness and utility of incoherent two pupil scanning image

processing.

CONCLUSION:

Incoherent optical image processing has many advantages, the primary among these

being the capability of producing processed images with reduced coherent speckle artifact

noise. Until now, though, only very limited processing functions could be implemented in

incoherent scanning image processing arrangements. We have seen, however, that scanning

image processors based on the interaction of two superposed and temporally offset scanning

pupil functions are capable of implementing any incoherent complex/bipolar processing

function. Though the post detection signal to noise ratios possible with two pupil systems

(as described within) will likely be somewhat lower than those possible with processing

arrangements providing for optical local oscillator mixing immediately prior to detection,

recent advances in optical amplifier technology [7] will likely serve to make two pupil

scanning techniques very attractive.

Current and near term continuing research will be centered arround the

implementation of various image processing functions commonly used in computer based

post detection image processing. The first processing function to be investigated will be edge

extraction via convolution with the LOG (i.e., Laplacian-Of-the-Gausian) kernal. As this

convolution kernal can be approximated optically by the difference of two collimated

Gaussian beams with slightly different variances [5] it is ideally suited for implementation

in the two pupil scanning system. Other processing functions of interest may include active

turbulence correction, holographic recording, and matched filter correlation.
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FIGURE 1: The Two Pupil Superheterodyne Incoherent Scanning Image Processor.
This system is capable of producing complex processed images of remote targets
via scanning with two temporally offset pupil functions. Notice that optical
mixing takes place prior to transmission and that all processing effectively
takes place in real time at the target.
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Abstract

Pattern Theory is a robust technique for extracting "patterns" or "'features" from a

function and can be applied to many areas, such as machine learning, image processing,

pattern recognition, and logic minimization. Recent efforts have focused on using pattern

theory to decompose Boolean functions. However. the computational complexity of the

method has currently limited its utility to functions of fewer than twenty variables. Conse-

quently. we are interested in developing algorithms to quickly find variable partitions that

lead to small decompositions.

Genetic Algorithms belong to a class of optimization methods which attempt to utilize

the evolutionary mechanisms observed in Nature. Trial ,olutions to a particular problem

are generated randomly to form an initial population. Copies of these solutions are made,

proportional to the "quality' of the solution, or how well it solves the problem. Genetic

operators, such as crossover and mutation, are then used to form a population of new

solutions. The goal of this research was to assess the use of genetic algorithms for selecting

variable partitions. A simple genetic algorithm is presented and the performance compared

to other partition search techniques already in use. Finally, recommendations are made for

topics 4 future research.

4-2



APPLICATION OF GENETIC ALGORITHMS

TO PATTERN THEORY

James F. Frenzel

1 Introduction

Pattern Theory (PT) is a robust methodology for locating patterns in objects. represented

as abstract mathematical functions. This repiesentation provides a flexibility which al-

lows the technique to be applied to many different types of items, such as images, data

files. algorithms, and logic circuits. Developed at Wright Laboratory, Pattern Theory has

found application in a diverse set of areas. including image recognition and enhancement,

algorithm optimization, machine learning, and logic minimization.

At the heart of Pattern Theory is a method for breaking large functions into a set

of smaller functions, referred to as Ashenhurst-Curtis Decomposition or simply functional

decomposition. In the next section we will examine some of the important aspects of func-

tional decomposition as they relate to this research. The interested reader is directed to

the excellent tutorial developed by Ross et al. for a thorough treatment [14].

2 Problem Statement

While Pattern Theory has demonstrated its utility across many different types of problems,

it continues to be limited in the size of such problems by the computational complexity

of functional decomposition. For this reason, much of the logic synthesis community has

long ignored functional decomposition, opting instead to pursue algebraic methods of logic

minimization. However, the development of field programmable gate arrays and their pop-

ularity for rapid prototyping of digital systems has rekindled an interest. FPGAs typically

have large arrays comprised of identical cells, each cell containing some type of circuitry for

realizing small combinational logic functions. These cells are strictly limited in the size of

the functions they can implement, typically a maximum of five variables, and techniques for
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mapping digital circuits into this technology efficiently must be able to accommodate this

restriction. Based upon papers presented at a recent logic synthesis workshop, functional

decomposition is regarded as a promising candidate [9].

Let us now present a small examip!e to illustrate some of the difficulties presented by func-

tional decomposition. Assume %%,e have an n-variable Boolean function, f(xl,x2,..., xn),

which we wish to implement. This function is said to have a function cardinality of 2n. De-

pending upon the function, it may be possible to implement f using two smaller functions,

such as

f(XI-X2,...,Xn)= F[,D(y 1 ,y 2 , .  Ys),z 1 ,z2 , .]

where I < s < n - 1, and the sets Y = {Y2,Y2,...,Ys} and Z = {zI,z 2 . . zr} are subsets

of X = {x1 . x-2 ..... x,}. Members of Y are referred to as column variables and Z is the set

of row variables. If these two subsets are disjoint, such that r = n - s, the decomposition

is said to be a disjunctive decomposition1 . The total number of nontrivial, disjunctive

decompositions is 2"n - n -2; if we allow variables to be shared between the two subsets, such

that Y n Z A 0, then there are on the order of 3' different partitions. Each partition must

be examined individutit., to determine if the decomposition is possible and cost effective.

To make matters worse, it is generally desirable to continue the process. decomposing

the functions F and 4) as well, commonly referred to as the children. In practice, this

process can be continued iteratively until a predetermined stopping condition is reached or

there is no further reduction in function size. The decomposed function cardinality (DFC)

of a function is defined as the minimum sum of cardinalities over all subfunctions and

corresponds to the implementation with the lowest complexity. A major obstacle hindering

the application of PT to "real world" problems is the sheer number of partitions that need

to be evaluated. Various strategies have been employed for locating "good" partitions,

among them random selection and increasing row/column variable ratio [2]. The primary

objective of this research was to evaluate the effectiveness of genetic algorithms (GAs) at

searching the partition space. In the next section we will present a brief introduction to

'The term disjoint decomposition is frequently used.
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genetic algorithms and discuss the particular methods which were used in this research.

However, we will first identify related research being done by others.

Related Work

Although we did not find any publications describing the application of GAs to A-C func-

tional decomposition, there are several researchers using GAs in the design of digital logic.

Rtawlins Describes the use of GAs to design adders and parity checkers using primitive

gates (AND, OR. etc.) [10].

Beasley A GA is presented which optimizes the design of quaternion multipliers by select-

ing connections which minimize the total number of individual multipliers [3].

Ghosh GAs are used to select state assignments which minimize the next state logic of

finite state machines [I].

De Jong Application of GAs to the Boolean satisfiability problem. The GA produces

minterms for arbitrary Boolean expressions [5].

Saab Presents results on applying GAs to VLSI test pattern generation. The results may

be used to identify logic redundancy [151.

3 Methods

The mechanics of Pattern Theory and functional decomposition are currently realized in

a software package called FLASH, implemented by the System Concepts Group of the

Mission Avionics Division. Wright Laboratory [14]. Eventually, we would like to add a

genetic algorithm-based search strategy to FLASH's toolbox of search strategies. However,

given the time frame of this project we chose to use an existing GA package available from

the University of California, San Diego [16]. This is a mature package with a large user

base and supports many different options.
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FLASH was run on 27 of the thirty, fully specified benchmark functions 2 . This set

covers a variety of operations: parity, palindrome, addition, etc. Each is a function of

8 variables, constituting an i. tial cardinality of 2" = 256. For each possible disjunctive

decomposition, FLASH repori a figure of merit (FOM) which can be considered an estimate

of the decomposition's complexity, or implementation cost. Two different FOMs produced

by FLASH were used: sum of child cardinality (SOCC), and sum of grandchild cardinality

(SOGCC); of these. SOGCC is the more accurate estimate of the DFC. These FOMs are

used during the evaluation stage of the GA, described in the following section.

3.1 GA Basics

A genetic algorithm (GA) is an exploratory procedure that is often able to locate near-

optimal solutions to complex problems. To do this. it maintains a set of trial solutions

(called individuals), and forces them to "evolve" towards an acceptable solution. First,

a representation for possible solutions must be developed. Then, starting with an initial

random population and employing survival-of-the-fittest and exploitation of old knowledge

in the gene pool. each generation should improve in its ability to solve the problem. This

improvement is achieved through a four-step process involving evaluation, reproduction,

recombination, and mutation. A pseudo-code implementation of a genetic algorithm is

shown in Figure 1.

Representation Before applying a GA to any task, a computer compatible represen-

tation, or encoding, for possible solutions must be developed. These representations are

referred to as chromosomes. The most common representation is a binary string, where

sections of the string represent encoded parameters of the solution. For this research we

represented a disjoint partition of the n variables using an n-bit binary string, where a '0'

in the i-th position indicated that variable xi was a column variable in the corresponding

decomposition.

'Three of the functions do not decompose.
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procedure GA;
begin

Initialize population;
repeat

evaluate population:
reproduce;
recombine;
mutate;

until {end condition}
end.

Figure 1: A Simple Genetic Algorithm

Evaluation The first step in each generation is the evaluation of the current population.

This is the only step where the interpretation of the chromosome is used. Each chromosome

in the population is decoded and evaluated as to how well it solves the problem: this result

will be used in the next step to determine how many offspring are generated from any

particular chromosome. For this research, partitions were evaluated by accessing an array

where precomputed figures of merit (FOMs) were stored. The FOM was then scaled using

sigma scaling to produce a fitness value [16]. Sigma scaling has been shown to maintain

selection pressure, even as the population converges and becomes homogeneous.

Reproduction The next step in a generation creates a new population based upon the

evaluation of the current one. For every chromosome in the current population, a number

of identical copies are generated based upon the the chromosome's fitness, with the best

chromosomes producing the most copies. This is the step that allows GAs to take advantage

of a survival-of-the-fittest strategy.

There are several methods to calculate the number of offspring that each chromosome

will be allocated. The two most popular methods are referred to as ratioing and ranking.

For this research we used ratioing, under which each individual reproduces in proportion

to its fitness. This has the advantage that as superior chromosomes emerge they can guide
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the population quickly. The disadvantage is that if a superior individual surfaces early and

dominates the population, then the population may potentially converge prematurely on a

suboptimal solution.

Recombination Tl..ý pi~evious step, reproduction, creates a population whose members

currently best solve the problem; however, many of the chromosomes are identical and none

are different than those in the previous generation. Recombination combines chromosomes

from the population and produces new chromosomes that maintain many of the features of

the previous generation.

The most common method recombination is one-point crossover. Two individuals are

randomly selected from the i"p, ;iation and. governed by a specified crossover probability,

subsections of the two chomosomes are swapnr'd about a randomly chosen crossover point.

One-point crossover is said to exhibit a I . positional bias because the probability that

two bits, positioned far apart on the chr. .,)some, will be passed together to a child is lower

than that for two adjacent bits. At the other extreme is uniform crossover, where each bit

has an equal probability of coming from a particular parent. In this work we used two-point

crossover; the chromosome is treated as a ring and sections between the two crossover points

are swapped to produce the children.

Mutation The last step in creating a new generation is motivated by the possibility that

the initial population didn't contain all of the information necessary to solve the problem.

Furthermore, it is possible that the individuals that produce no offspring may have had

some information that is essential to the solution. The injection of new information into

the population is called mutation. Here again, implementations vary but most simply

randomly change a fixed number of bits every generation, based upon a specified mutation

probability.

Summary of GA Parameters The following is a list of the particular features which

characterize the genetic algorithm used in this research:
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"* n-bit, binary string representation;

"* generational GA. as opposed to a steady-state GA 3:

"* sigma scaling of the fitness function;

"* proportional selection, as opposed to ranking;

"* two-point crossover; and

"* bit-flip mutation.

Elitism, -'always evaluate children," nonrandom initial population, and super uniform ini-

tial population were also used where noted; these options are described in the GAucsd

documentation [161.

3.2 Why Does it Work?

Genetic algorithms are based on two assumptions: one, that an individual's fitness is an

accurate measure of its relative ability to solve the problem, and two, that combining

individuals will enable the formation of improved offspring. If the first assumption is not

correct, then it will be difficult for the GA to distinguish between good solutions and

mediocre solutions. As a result, during reproduction both types of solutions will generate

equal numbers of copies, slowing any movement towards improved solutions. Furthermore,

if "good" solutions (as indicated by the fitness ranking) don't contain pieces of the best

solution, it will be difficult for the GA to generate the best answer.

While the preceding discussion gives us an intuitive feel for why genetic algorithms work,

John Holland developed a more formal analysis method using schemata (singular. schema)

or, "similarity" templates. Let us assume we have a problem requiring an n-bit chromosome

using a binary alphabet; thus, there are 2' possible solutions. These solutions may be

grouped according to different similarities. For example, "all solutions starting with the

pattern 0110." One way of representing such a group would be using "'wild card" symbols

3 Described in Section 5.
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(such as the asterisk) for positions where the particular chromosome value doesn't matter.

Then the aforementioned group could be represented by the ternary string 0110***....

This string is referred to as a schema and defines a set of chromosomes which match the

template4 .

We can think of schemata as dividing up the solution space into regions, many of them

overlapping or contained within other regions. For example, the schema 11**... * defines

a region of the solution space which is contained completely within the region defined by

1.**...*. In general, a schema containing m asterisks will define a region containing 2m

individuals. Looking at the problem differently, we see that a particular chromosome will

match 2' different schemata, each corresponding to a particular region. This chromosome

can be thought of as sampling many regions of the solution space simultaneously. The

average fitness value for individuals matching a particular schema is an indication of the

quality of solutions that lie within the corresponding region. For a population of size p,

there may be as many as p2 ' schemata represented. all being searched simultaneously. It

is this implicit parallelism that makes genetic algorithms so powerful.

One question that has interested GA researchers is how the number and distribution

of schemata sampled by the population changes from generation to generation. It has

been shown that under ratioing, reproduction provides exponentially increasing numbers

of individuals to above-average schemata and exponentially decreasing numbers to below-

average schemata. But what is the effect of crossover? The probability that a given schema

survives one-point crossover is proportional to its defining length, the distance between the

first and last specified positions within the schema. For example, the schema 1*****o with

a defining length of 6 is more likely to become disrupted during one-point crossover than

the schema ***01**. For the second schema to be destroyed, the crossover point must

fall between the '0' and '1'; anywhere else and the schema will stay intact, independent

of the other parent. Conversely, the first schema will always be disrupted. regardless of

the crossover point, unless the other parent also matches the same schema. The effect of

'This set is often referred to as a hyperplane
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reproduction and recombination is to create increasing numbers of short schemata with

above-average fitness, often referred to as building blocks, which will eventually combine

into superior solutions.

4 Results

Two different search methods will be used for comparison with this work: random selection

and increasing row/column ratio. When possible, we will also compare our results with

those obtained by Noviskey [13].

4.1 Alternative Partition Search Methods

Random Selection At the very least, we might ask the question "'Ilow does the perfor-

mance compare to a random search?" Because the problems we have been working to date

have a relatively small search space - 256 possible disjoint partitions for an eight-variable

function - it is feasible to calculate the expected value of the best FOM if partitions are

selected at random. If we know the probability that fi was the best FOM found after t

partition evaluations, then the expected value of FOM tbet is

FOMt best = • f, Pr(f/ = FOMtbea)

Using the FOM histogram shown in Table 1 as an example, the probability that 4 is the

best FOM after t trials is given as

Pr(FOMtbest = 4) = Pr(FOMtbet > 4) - Pr(FOMtbest > 4)

Assuming random selection with replacement, these probabilities are

Pr(FOM tbt _> 4)= (7 +156+ 3 )t

yieldingPr(FOM tbest > 4) = 7 6

Pr(FOMt b,,t = 4) -= 1)' - 1)
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FOM Quantity
16
8
4
2 1

Table 1: 1 , N Histogram

For random selection without replacement, the probabilities are

(15) (14) (15- (t - 1)) _ 15.(16- t)!
Pr(FOM tbes 4) = - 16 (t 1 16!(15 -
P(FOM t > 4) =(12)'(11). (12- (t-1) 12!(16- t)!

Pr(Obst)- =(16} " 15 "' 16- (t- 1) - 16!(12- t)!

yielding

Pr(FOMt b,,t = 4)- (16- t)! ((15! 12!

In practice, it would be computationally burdensome to perform random selection with-

out replacement unless it was only done on a limited number of partitions. due to the

overhead involved with keeping track of which partitions have been evaluated. Assuming

that the number of partitions evaluated is small compared to the total number of partitions,

the performance difference between the two should be very slight.

Increasing Row/Column Ratio Previous work by Axtell had demonstrated that search-

ing partitions in the direction of an increasing row/column (IRC) variable ratio often led

quickly to good partitions [2]. It is straight forward to use the FLASH output to plot the

performance of an IRC search versus the number of partitions evaluated.

Noviskey's Results Preliminary work by Noviskey using SOCC data looked very promis-

ing [13]. Unfortunately, at the time of this writing only the performance after thirty evalu-

ations is available. However, many of the techniques employed are different from those used

here and warrant further investigation; these are discussed in Section 5.
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Figure 2: Performance using SOCC

4.2 Simulation Results

In this section we present the results of running the GA on the 27 FLASH benchmark

functions using SOCC and SOGCC as the figure of merit. Because of the variation in

decomposability between functions, we elected to present the results using a scaled, or

normalized, FOM. The FOM returned by the GA was scaled by the function

f(FOM GA) = (256- FOM GA)/( 2 56 - FOMmin)

Note that FOMm, is not the DFC, but rather the minimum FOM founa by FLASH.

This presents the result as a percentage of how close the search method came to finding

FOMmin; because this may be more important for decomposable functions, the results will

be presented averaged over all functions and over functions with a DFC < 64.

Figures 2 and 3 show the performance of the genetic algorithm against IRC and random

search with replacement using the SOCC FOM, averaged over 200 experiments. GA3 is a

genetic algorithm with the GAucsd parameters shown in Figure 4: PT3 is identical. except

elitism is not used and a population size of 16 is maintained, wvih the initial population

formed from the individuals shown. Figures 5 and 6 were produced under the same condi-
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Figure 3: Performance using SOCC

Experiments = 200 10000000
Total Trials = 120 01000000

Population Size = 8 00100000
Structure Length = 8 00010000

Crossover Rate = 0.700000 00001000
Mutation Rate = 0.073000 00000100

Generation Gap = 1.000000 00000010
Scaling Window = -1 00000001
Report Interval = 1 11000000

Structures Saved = 0 01100000
Max Gens w/o Eval = 0 00110000

Dump Interval = 0 00011000
Dumps Saved = 0 00001100

Options = aCeu 00000110
Random Seed = 00000011

Maximum Bias = 1.0 10000001
Max Convergence = 0

Cony Threshold = 0
DPE Time Constant = 0

Sigma Scaling = 2.000000

Figure 4: GA3/PT3 Parameters and PT3 Initial Population

4-14



Averaged over all Functions

100

Ii Q O 0.

98

96

94

90 -_ -
PT 3
IRC0

Random
88

86

0 20 40 60 80 100 120 140 160
Partitions Evaluated

Figure 5: Performance using SOGCC

Performance after 30 Evaluationsa
II_ DFC ISOCC IRandom [ IRe I GA3 I GA-NS GA-NB

Unscaled All Functions 86.5 110.5 136.5 140.9 137.7 129.4 128.3
FOM Low DFC 32.4 48.0 70.4 78.9 71.0 58.1 63.0
Scaled All Functions 1.0 0.78 0.76 0.76 0.82 0.86
FOM Low DFC 1.0 0.89 0.85 0.89 0.95 0.93

'Results do not include function Bfllb.

Table 2: Performance using SOCC

tions, except that SOGCC was used as the FOM. Finally, Tables 2 and 3 show the results

after 30 evaluations using SOCC and SOGCC as the FOM, respectively. The columns

labeled "GA-NS" and "GA-NB" are results reported by Noviskey using his "structured

search" (GA-NS) and his "baseline GA" (GA-NB) [131. Again, the performance is averaged

over 200 experiments and over the set of functions indicated.

We can make the following observations based upon these results: one, the IRC strategy

is consistently better than random, GA3, and PT3; two, with the exception of the SOCC

data averaged over all functions, GA3 and PT3 are superior to random. Furthermore,

based upon the SOCC data, Noviskey's structured search looks very promising. In the final

4-15



Averaged over Low DFC Functions
100 , o ---- E3

99.5 U- ... ...

99 -'"

98.5

o 98 ,

9"7.5

U 97 XGA3

S" ~~PT3---
0IRe o.

96.5 Random M

96

95.5

a :

95
0 20 40 60 80 100 120 140 160

Partitions Evaluated

Figure 6: Performance using SOGCC

Performance after 30 Evaluations

_1 _ _DFC ISOGCC Random IRC GA3
Unscaled All Functions 84.3 85.9 99.1 93.9 99.5

FOM Low DFC 32.0 33.3 37.6 39.5 37.8
Scaled All Functions 1.0 0.89 0.O5 0.88
FOM Low DFC 1.0 0.98 0.97 0.98

Table 3: Performance using SOGCC

section we will attempt to offer some explanations for these results and propose topics for

future research.

5 Conclusions and Future Research

There seem to be two "camps" when it comes to GAs: the generational group and the

steady-state group. The generational approach is based on the model of a big pot of soup,

slowly congealing, and the concerns are to keep stirring and not let it converge prematurely.

The steady-state approach, on the other hand, is to maintain a stable base of good solutions

and then add only one or two individuais every generation using highly disruptive or ex-

ploratory operators. The theory needed to decide which approach is better, when, and why,
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is just now coming to fruition. However. some researchers believe that steady-state GAs

may be more appropriate for problems with a high degree of epistasis, or gene interaction.

It is worth noting that Noviskey's methods. particularly the structured search, are closer to

a steady-state genetic algorithm.

There are several possible explanations for why a generational GA would not perform

well:

Population Too Small: If the population is too small then there is often not enough

diversity in the initial population to reach the global optimum, leading to premature

convergence on suboptimal solutions. Another problem that can occur with a small

population is a high sampling error of the schemata. If a particular schema is only

represented by one or two individuals then it is unlikely that they will be an adequate

representation of that schema's true average fitness.

Not Enough Generations: Thirty evaluations implies only fifteen crossover operations,

which is generally insufficient to piece together the best solution. GAs are typically

applied when there is no known direct search method and exhaustive search is infea-

sible.

GA Deceptive: Perhaps there is epistasis among genes. resulting in deceptive low-order

schemata. This makes the performance sensitive to the representation, particularly

when one-point crossover is used, because of it's high positional bias. Some researchers

have opined that under this situation uniform crossover would be a better choice.

Again, it is important to note that this is similar to Noviskey's uniform crossover

5operator

5.1 Recommendations

In closing, we would like to identify several areas worthy of further exploration:

'Noviskey's operator was designed such that each parent contributed 50% of the alleles to each child.
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"* Attempt to explain the performance variations observed across the function suite. Do

some functions display more epistasis? Are the low-order schemata deceptive? Deter-

mine if samphing error or premature convergence are a problem with some functions.

Plot average fitness of partitions as a iunction of the Hamming distance from the

global optimum [7. 6, 8].

"* Attempt larger problems. Look at how the number of evaluations required to reach

some level of performance increases with problem size for GA. IRC. and random

selection. Perhaps the problem was too small to take advantage of the GA's implicit

parallefism.

"* ('onsider some of the operators and techniques used by Noviskey. such as uniform

crossover, the complement operator. and rank-based selection [13]. Use a steady-state

GA instead of a generational GA. Apply Noviskey's correlation work to a subset of

the input space to seed an initial population or determine gene position [I,].

"• The improvement observed using the SOGCC data implies that the more accurate the

estimate of partition quality, the better the results. Consider augmenting the FOM

with additional information: column multiplicity, ratio of column types. number of

minority elements in the columns. Noviskey's work on correlation and identifying

row variables could also be used to differentiate between partitions with the same

FOM [11. 121.

* Consider alternate representations. For upistatic problems. the performance is de-

pendent on the ordering of genes. One possibility is to breed sets of variables and

evaluate them twice: once as row variables and once as column variables6 . A second

possibility is Ross' suggestion to use a triangular matrix with real number entries from

the interval [0. 1]. The entry (i,j) would provide a measure indicating if variables xi

and x. should belong to the same set. This matrix would be modified using genetic

operators similar to those already described.

6This would eliminate the need for Noviskey's complement operator.
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* Speed-up partition evaluation. Consider using software profiling tools to identify the

time-intensive portions of FLASH. Look at the work performed at Lund University

and cited in their references for fast decomposition algorithms [9], also, Breen's work

on determining column multiplicity from the compatibility matrix without forming a

new partition [4].
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Raghava G. Gowda, Ph.D.

Assistant Professor
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University of Dayton

Abstrac

Developing reusable software for avionics systems is a challenge to software engineers. The task involves

foreseeing the future applications, modeling real-world events, using appropriate CASE tools throughout the

development life cycle, and providing for storage and retrieval of reusable software components. This report

presents a model for developing and managing reusable software components, briefly describes the software

process maturity model and the integration of CASE tools with the proeess maturity model. It also identifies tools/
techniques and methodologies for real-time systems development, examines the critical issues in managing
software projects, and offers the management a set of guidelines to introduce software engineering methodologies
and CASE tools within the organization through a model project which may enforce standards for new projects.

5-2



A Framework for Developing and Managing Reusable Avionics Software

Raghava G. Gowda, Ph.D.
1RIEDflUI2QN

It has been a great opportunity for me to work at the Wright Laboratorys Avionics Logistics Branch.

During my stay, I had opportunities to do detailed literature survey on software reusability, go through some

documentation on some of the projects, talk to consultants assessing software process maturity of the branch,

interact with the software CASE tool vendors, talk to various project managers, and act as a consultant for one of

the projects under development using object-oriented approach.

The initial objective of the summer research program was to study reusability issues in avionics software.

The approach taken was to do :

A. A detailed library search in reusability and identify design criteria for reusable software

B. Gather design details about reuse efforts such as Reusable Ada Avionics Software Packages (RAASP)

and Common Ada Missile Package (CAMP)

C. Summarize findings.

As it was not possible to get complete information on these projects, the research effort was directed to

develop a framework for developing and controlling reusable software in the avionics domain. Based on my

research, and participation in weekly review meetings of a simulation project, and my observations during my stay

here, I would like to present a model for developing and managing any real-time software systems such as avionics

systems. The model would be applicable for laboratories which initiate, fund, and control projects as well as to

contractors who develop the systems.

Because the subject is broad, only a few aspects of it have been emphasized in this report. It is not

possible to offer detailed discussions due to page constraints. After defining the reusability of software, a life cycle

model is proposed which recognizes maintenance and further development as a part of the development process.

This may be treated as a life cycle model of reusable software (or close to it). Then, the role of software maturity

model and CASE tools in software development is discussed and suggestions are offered for integration of CASE

tools acquisition and maturity model. A number of critical issues in managin software development tasks are

outlined. Finally, suggestions are offered to develop a model project within an organization using appropriate

methodologies and CASE tools. This will help an organization to attain higher levels in software process maturity

model and offer insights for managing and integrating various projects. This experience may form a foundation

for future reusable avionics software development tasks. The report consists of the following major topics:
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1. Software Reusability

2. A Life Cycle Model for Reusable Software

3. Software Process Maturity Model for in-house management and external control.

4. CASE Tools

5. Software Process Maturity Model and Role of CASE Tools

6. Critical Issues in Managing Software Projects:

6.1 Contents of Proposals and Deliverables
6.2 Domain Analysis for Avionics and Assessment of Available Technology
6.3 An Integrated View of all Projects

7. A Model For Developing and Managing Reusable Avionics Software
7.1 A Model Project
7.2 Software Development Processes, Methodologies, and Metrics
7.3 Using CASE Tools in Projects
7.4 Action Plan

I. SOFTWARE REUSABILITY

The reusability of software is the ultimate goal of any software development effort. The emphasis has

shifted from project-specific systems analysis to domain analysis in order to incorporate flexibility in analysis and

design so that the project-specific efforts can be reused in a broader domain. Developing reusable software for

avionics systems is a challenge for software engineers. The task involves foreseeing future applications, modeling

real-world events using appropriate tools, techniques, and methodologies for analysis and design of the system, and

translating the specifications to software, verifying correctness of the software by testing, and providing for storage

and retrieval of reusable software components. The software engineering discipline offers a number of

methodologies, tools and techniques, and metrics to assist various phases of software development activities. The

CASE (Computer Aided Software Engineering ) technology integrates most of the tools and techniques.

i, , ability has been definrid differently by various authors. Kernighan [KER84] defines it as "...any way

in which previously written software can be used for a new purpose or to avoid writing more software.' Bott et al.

[BOT86] give a more pragmatic definition of reusability: "a measure of the ease with which a component may be

used in a variety of application contexts.* In general, reusability of ioftware can be interpreted from multiple view

points. First, it can be seen as the use of existing software within a changing environment [SCH87]. Second, it

can be viewed as the construction of new programs by composing such a program from software components

[LY086]. Third, it can be interpreted as the construction of programs by program ransformation [CHE84].

Reuse can generally be classified as the reuse of ideas, vertical reuse, horizontal reuse, and total reuse

[HAL87]. Publishing methods and techniques including algorithms leads to reuse of ideas by software

professionals. Vertical reuse refers to reuse in a particular language, and horizontal reuse refers to the widely used
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components in a particular environment, such as, sort utilities. Total reuse, how r, is the use of complete

packages after some customization.

The term rmuse applies to the products developed throughout the development life cycle of software which

includes requirements specifications, logical and physical design, code, and any information needed to create

software. A Reuse Taxonomy by Prieto-Diaz [PR1931 shows six views of software reuse:

I. MbS defines the essence of the items to be reused. It consists of ideas,

concepts, artifacts, components, procedures, and skills.

2. l defines the form and extent of reuse. Such reuse can be classified as vertical and

horizontal reuse.

3.Bymd defines how reuse is conducted. It may be planned, systematic or ad-hoc,

opportunistic.

4. -lyjtcjggm defines the approach used to implement reuse. It could be either

compositional or generative.

5. BXintetion defines how elements will be reused, as black-box (as is) or white-bnx

(modified).

6. Rprg defines what work products are reused. It includes source code, design,

specifications, objects, text and architecture.

The broader concept of reuse ( Basili, 1988) includes the 'use of everything associated with a software

project including knowledge." The emphasis in industry has been on artifacts reuse such as Booch Ada Parts

collection and the Generic Reusable Ada components for Engineers. Two of the often cited reusable projects in

Avionics are Common Ada Missile Package project (CAMP) and Reusable Ada Avionics Software Packages

(RAASP). The increased focus on software reusability is attributed to an overall realization of the potential

benefits of not only reusing code, but also using all aspects of the development process. The documentation

produced at various levels should serve as sources for maintenance and reusability. Reusability of software can not

be a uniform process; it always has to be tailored for a particular domain.

1.1 ROLE OF USERS AND DEVELOPERS IN DEVELOPING REUSABLE SOFTWARF

Users of software can be classified as immediate users of the software for whom software was developed in

the first place, and future users of the software. Immediate users are more concerned about the ability of the

software in meeting requirements for the application, budget, and time factors. Their objectives, however, may

not be the same as those of future users who tend to generalize software attributes, which in turn could lead to

additional costs and delays in development efforts and enhancements. Immediate users may not favor domain

analysis unless they realize the need for future developments and also its cost implications. Future users could play
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a role similar to that of assembly line workers who assemble software components to produce a new product The

reus of this same software, however, will vary depending on the ability of the u and the features of the software

components.

The abilities of the users of software components are a combination of skill levels of the users, familiarity

of the problem domain, and the time taken to retrieve required components from reuse repository. The tasks of the

users will also be 6cilitmatd by the characteristics of the components themselves. Tbese component characteristics

are incorporated in the software by the software engineer and the development team.

It should be emphasized that the major players in software reusability are users and developers. A

Reusable Components Repository is the common base through which they interact. Users are concerned with the

ease of using the repository and developers are concerned with populating the repository and keeping track of

engineering deails.

Repositomy
Rctzeval
System,

Co Rmpoet software

ReposaxyComponents

UserRpstryFgne

Engizieing

Figure 1. Reusability Scenario
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The reusability scenario has two distinct features: a Repository Retrieval System and the Components

Engineering System which consists of domain anaiysis, requirements analysis, design, metrics, and other

configuration management details. Both the Repository Retrieval System and Components Engineering System

have to be designed in collaboration with each other. A Repository Retrieval System is similar to a library retrieval

system, but it has to consider graphical interfaces and capabilities to interface with other software repositories

planned by DoD and commercial software vendors. Even though reusable efforts are evolving, standards for

interface with repositories are not easily available. Therefore, retrieval systems need flexible designs.

Extracting reusable components from existing software is a complex activity and may not be cost

effective in all cases. The basic information needed for reusable components from the users' perspective are:

a. Domain knowledge

b. Overview of reusable components

c. Details of each component which include:

Source code adhering to a particular style

Domain analysis

Requirements analysis of the system for which the component was designed

Logical Design

System (hardware/software) constraints

Testing / Quality Assurance reports

Unique features etc.

Other aspects .......

2. A LIFE CYCLE MODEL FOR REUSABLE SOFTWARE

Software Development Life Cycles offer a framework for software development. Though there is some

concern about the life cycle concept itself amid its use, one has to admit their utility in identifying various tasks

involved in the software development. Software professionals are well-versed with the following life cycle models:

1. Classical Software Development Life Cycle

2. Structured Software Development Life Cycle

3. Software Engineering Life Cycle

4. Information Engineering Life Cycle

5. Spiral Model of software development and enhancement

The life cycle models present different points of view for systems development. For example, the classical

model assumes that the various activities are sequential. This model has been widely critiqued for its inability to
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incorporate changing system needs. The Structured Life Cycle considers back-tracking and incorporating changes

introduced at various phases. The Software Engineering Life Cycle closely follows the Classical and Structured

life cycles and emphasizes walkthroughs, inspections, reuse, metrics, and deliverables. Information Engineering

Life Cycle emphasizes defining data requirements of an enterprise first, and then the processes. It may be more

appropriate for developing Management Information Systems projects. The Spiral Life Cycle deals with the

prototype development environment, where neither the developer, nor the user have complete knowledge of the

product to be developed. It considers risk analyses for different prototype developments. None of the above models

treat software reuse or maintenance as a part of the models. Incorporating maintenance and reuse paradigm in the

model forces the developer to consider a futuristic view of the system during development

Henderson-Sellers and Edwards [HEND90] propose the Fountain Model (Figure 2) for the

object-oriented life cycle which consists of the traditional life cycle phases and three additional phases of Pogram

Use. Maintenance, and Further Development at the top of the Fountain. The model extends the Waterfall or

Structured Life Cycle models to include reuse, maintenance, and further enhancements of software. The Fountain

Model represents object-oriented software life cycle. It may also be treated as reusable software development life

cycle, where Maintenance, and Further Development are some aspects of reuse efforts. We would like to add

Domain Analysis prior to Requirements Analysis phase in the Figure 2 to emphasize the fact that reusability

issues should be domain specific, because designing software for universal reusability may not be cost-effective and

practical.

Domain analysis plays a significant role in the development of reusable software. Domain analysis refers

to a detailed survey of the past efforts of an application area, current development tasks, and future needs of the

problem domain- Domain analysis will allow the managers and developers to integrate past and current efforts,

schedule for the optimum utilization of resources, and substantial savings in time and efforts in development,

maintenance, and enhancements of systems.
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3. SOFTWARE PROCESS MATURITY MODEL FOR IN-HOUSE MANAGEMENT AND EXTERNAL

CQNTROL
The basic elements of a management process are: planning, organizing, operating and control. For an

organization such as Software Concepts Group at the Avionics Directorate of the Wright-Patterson Air Force Base,

which forecasts technology for future avionics systems, translates the concepts to feasible projects, funds and

monitors the projects, and diffuses the technology to its customers, and to the community at large, management

issues become very complex. We can view management functions from two perspectives:

1. Internal control

2. Controlling projects developed by contractors.

The task of foreseeing the future technology is the most crucial one. As the projects are of diverse nature,

it may not be possible to use the same set of tools/techniques or CASE tools in all the projects. However, a few

guidelines could be offered to maintain uniformity among projects. It is necessary to:

a. Provide a common format for all projects;

b. Maintain control over all documentation and source codes;

c. Record contributions of individual projects with respect to contribution to knowledge, technology,

products, etc. ;

d. Encourage use of software engineering principles and CASE tools wherever

appropriate;

e. Integrate contributions of all the projects and practice them in the subsequent projects.

The Software Process Maturity Model [HUM89] would be equally applicable to Laboratories controlling

projects as well as to contractors involved in software development. If the Laboratories have a high level of process

maturity then they will be in a position to demand and control appropriate deliverables from their contractors more

effectively. The software process is the entire set of tools, methods, and practices used to produce a software

product.

Basice Manocemsn Control

Figure 3. Software Process Maturity Levels
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Control and improvement of tools, methods, and practices can lead the organization to higher maturity

levels. Metrics or measurement of outputs can play a major role in translating the art of software development to

the science of software development. CASE tools will also play a major role in the software process maturity

model.

This section outlines the specifics of the avionics software development process. The demands of avionics

software development process are quite distinct from those of Management Information Systems or any other

commercial applications. Most of the avionics applications are embedded real-time systems. The new applications

are to be developed using Ada. Some of the tools/techniques and methodologies required to specify the

requirements and design of the avionics systems are as follows:

A. Structured Analysis and Design Methodology

Tools/Techniques Used:

1. Data Flow Diagrams and its Real-Time extensions

2. Data Dictionary

3. Data Modeling and Entity Relationship diagrams

4. Decision Tables, Decision Trees, Action-Diagrams, Nassi-Shneiderman charts

5. State Transition Tables, State-Transition Diagrams

6. Finite-State Architecture

7. Petrinets

8. Structure Charts (in Structured Design Methodology)

B. Data Structure-Oriented Methodologies

1. Warnier/Orr Methodology

2. Jackson System Development (JSD)

C. Real-Time Design Methodologies

1. Design Method for Real-Time Systems (DARTS)

2. Structured Analysis and Design Technique (SADT)

D. Object-Oriented Analysis and Design Methodologies:

1. Bailin: Object-Oriented Requirements Specification

2. Coad and Yourdon: Object-Oriented Analysis and Object-Oriented Design

3. Shlaer and Mellor: Object-Oriented Analysis

4. Wasserman et al. Object-Oriented Structured Design (OOSD)

5. Booch: Object-Oriented Design

6. Wirfs-Brock et al. Responsibility Driven Design (RDD)
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7. Rumbaugh et al. Object-Modeling Technique (OMT)

8. Embley et al. Object-Oriented Systems Analysis (OSA)

These methodologies can be implemented in most of the leading CASE tools. In general, the CASE tools

can be classified from multiple view points such as upper CASE, lower CASE, and I-CASE (Integrated CASE

Tools). Some of the unique components of the CASE Tool set are [BUR 891 summarized below:

a. Diagramming Tools

b. Syntax Verifiers

c. Prototyping Tools

d. Code Generators

e. Project Management and Methodology Support

f. Re-Engineering Tools

g. Central Repository

At present about 24% of the software development organizations use CASE tools. Most of the tools

implement Structured Systems Analysis and Design methodologies, but they are not well integrated with code

generation and testing tools. One of the major problems is the compatibility among CASE tools. Lack of industry

standards makes it difficult to port systems from one set of tools to another. It also makes users dependent on a

particular tool vendor. Organizations generally are hesitant to adopt this new technology because of high cost

investments in these tools as well as the costs involved in training employees in the methodologies and tools.

Moreover the management of an organization has high expectations about pay-off from these tools but employees

are reluctant to experiment with the new technology. The opponents of CASE tools may be concerned about the

following issues:

1. Training with methodologies

2. Ease of use of CASE Tools

3. Redundancies in documentation

4. Poor integration of various phases of life cycle

5. High costs of acquisition and maintenance

6. Probability and compatibility of the tools

These are some of the concerns. It should be kept in mind that CASE technology is still evolving and it

might take a while to have an I-CASE in its real sense. Ifan organization ready to cope with the technology, it is

the time to start now! We have to keep in mind that acquiring knowledge always comes incrementally. Training

employees with software engineering methodologies is clearly the most crucial aspect A careful evaluation of the

tools that will be needed should be done prior to their acquisition. Consultations with users of some of the tools in

similar projects seems to be the most desired method for evaluation of the tools. It would be an ideal approach,
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however, to train project managers on a Model Project which would be of common interest. Various software

engineering tools/techniques can be experimented in the Model Project. For example, an expert in the

methodology may act as a moderator in the development process. In learning the development process education

in software engineering disciplines would be more beneficial as compared to training with a specific CASE tool

because it is not the tool which decides the success of any project but the modeling or problem solving approach

which dictates how well the tool is used to develop the system.

Most CASE tools are capable of producing documents adhering to 2167A standards. However, it is the

responsibility of the management to enforce uniformity in the contents of deliverables by giving specific directions

regarding formats, tools/techniques, methods, and cross-refrencing in the documentation. The ultimate objective

is always to get an integrated product which is easy to operate, maintain, and reuse. This could be accomplished

by enforcing standards with respect to the tools, techniques, and other process details.

5. SOFTWARE PROCESS MATURITY MODEL AND ROLE OF CASE TOOLS

Pfleeger [PFL91] suggests that "only when development process possesses sufficient structure and

procedures does it make sense to incorporate certain kind of CASE tools in a development environment." He

advocated the following CASE tools for the various process maturity levels.

Level Characteristics Metric to use CASE Tools

1. Initial Adhoc Baseline Tools that help to structure and control,

estimate product size and effort

2. Repeatable Process dependent Project Tools for requirements specification,

on individuals project management, and configuratiom

management

3. Defined Process defined, Product Tools to measure quality, complexity, to

institutionalized support design and coding, and to guide

testing and integration

4. Managed Measured process Process + Feedback Project database, management system,

(quantitative) simulation tools, reliability models, and

impact analysis

5. Optimizing Imrovement fedback Process + Feedback Process programming and process

to process for changing process simulation tools

Figure 4. Process maturity levels related to CASE tools
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6. CRITICAL ISSUES IN MANAGING SOFTWARE PROJECTS

Issues involved in software project management are numerous and quite complex. Some of the key issues

which have tremendous impact on deliveraoles, usability, and control of the projects are the following:

61 CONTENTS OF PROPOSALS AND I, '_. L

After going through a number of proposals, work plans, deliverables, etc. I realized the difficulties in

managing the projects. Even with my adequate background in the software engineering area, I felt that I would be

at the mercy of the contractor if I were a manager. The reason is that I may not have enough control over the

projects. The DoD has all the controls in place for managing the projects through standards such as 2167A, but

the documentation I read raised the following questions which could serve as guidelines for an organization:

1. What are the contributions of this project in terms of knowledge and technology?

2. Have similar projects been undertaken by the same contractor, by other agencies, or by other

organizations in U.S. or abroad?

3. How well the contractor completed the "Related Work" section in the proposal?

4. Can we have full control over the deliverables?

5. Does the contractor make us depend on the particular contractor for related efforts in

future by the nature of deliverables, or mode of information sharing?

6. How well the requirements specification is separated from design issues?

7. Has the continuity among various phases of systems development been demonstrated by

the contractor?

8. How well the project is integrated with other projects in the Avionics Directorate?

9. How easy is it to follow documentation and other deliverables?

10. Do we have metrics to assess deliverables?

6.1.1 SOURCES OF CONFUSION

I strongly believe that one of the major sources of confusion can be in the proposal itself, in which the

contractor fails to distinguish between the requirements of a system and the design of the system. Systems

analysis or requirements analysis should emphasize only on "what" is expected of the system, and not "how" it is to

be done. Unfortunately most of the proposals I read did not distinguish between analysis and design. This lack of

distinction blurs the basic objectives of the project. Additionally, it is difficult to evaluate the approach as no

alternatives are given. The proposal may be too detailed about a specific mode of implementation so that the

reader is lost in the details or led to believe that it is the only way to do things. In such a scenario the manager has

no option but to accept the tasks as outlined in the proposal. The manager will not have much control over the

project as the proposal did not specify microscopic details. Only an expert in the particular area may raise

5-14



meaningful questions. The other alternative which I may be forced to adopt because of the nature of proposal, is to

keep quiet and be satisfied with whatever deliverables are received from the contractor. To overcome these

difficulties, I would ask the contractor to strictly follow the following guidelines:

1. Specify the system requirements without referring to any hardware or product details.

2. Discuss implementation details in the Design aspects.

3. Do not mix "What" and "How" aspects.

4. Describe contents of deliverables. Especially, identify what type of methodologies, CASE tools etc.

would be used for analysis and design. Describe how documentation of one phase will lead to the

successive phases.

6,1.2 TECHNOLOGY VS. APPLICATIONS

Investment in research projects related to technology development is potentially a high return area if it is

conceived and managed very carefully. Otherwise investments may not produce substantial outputs. Every effort

should be made to diffuse the technology to the community at large and break the monopoly of a few vendors. In

avionics domain, the main thrust is both in software development and technological advancement. In both the

cases, outputs of the projects need to be carefully evaluated and controlled.

6•1.3 MONOPOLY OF SOFTWARE DEVELOPERS

In the 1960's Original Equipment Manufacturers (OEM) controlled the hardware industry because of their

unique coding schemes. This approach made the user dependent on a particular vendor of hardware. Introduction

of ASC II solved this problem to some extent. Now a similar scenario exists today in the software industry.

Though there are standards such as 2167A for documentation of software, the contents of documentation vary

because of different tools and techniques used in software development, and the lack of detailed standards and

process control.

In the absence of matured processes for software development, a reasonable control on the project can be

achieved by defining the contents of deliverables. To some extent the contents would define the process and

enforce uniformity in managing projects. One of the aspects which need to be emphasized, however, is to separate

logical requirements from implementation details. This is the key to extend the life of the system.

6.2 DOMAIN ANALYSIS FOR AVIONICS AND ASSESSMENT OF AVAILABLE TECHNOLOGY

Domain Analysis is the formulation of the common elements and structure of a domain of applications 0.

It is a way of understanding and describing the past and present in order to increase productivity in the future. It
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should be an ongoing process. Domain Analysis in avionics refers to surveying the avionics applications and

assesses the role of the current and past projects in the avionics domain applications. One of the objectives of

domain analysis is to develop a framework for integrating all tasks in avionics domain. Some of the questions

which may be useful in this context are:

a. What is the knowledge base for major air frames for example, (current and future fighters, bombers,

helicopters, and trainers) regarding their current functions, missions, environments and future plans?

b. What are the goals and objectives of this group with respect to software and hardware under its control?

c. Do we know the details of all current projects, and deliverables within a suitable format?

d. Do the current projects meet goals and objectives? To what extent?

e. What applications are better for reusability, in terms of:

i) analysis

ii) design

iii) code

iv) algorithms

f. Are projects aimed to develop prototypes and concepts documenting the outputs in such a

manner that they could be used/implemented by any independent team?

g. Which projects undertaken by DoD, ARPA, NSF, other agencies, and private organizations are similar

to the current one? Describe them.

h. Is a format for domain analysis documents developed?

6.3 AN INTEGRATED VIEW OF ALL PROJECTS

Each project should have documentation on various phases. DoD Standard 2167A deals with the details

and these should be followed. For u., purposes of managing projects, the Avionics Directorate may develop a

document giving an integrated view of the projects under its control. A yearly report may be compiled which will

consist of the following essential aspects of all the projects and how they are integrated:

1. Domain Analysis

2. Contributions of the Project

3. How these contributions are integrated with other Avionics projects or any other efforts?

The major emphasis of this yearly report should be on concepts on technology advances and on aspects

which could be used elsewhere. Implementation details are available at the project level and as such should not be

part of dts report.
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S 7. A MODEL FOR DEVE.OID G AND MANAGING REUSABI.E AVIONCS SOFrWARP

Based on the pat disctssions, a Model for Developing and Managing Reuable Avionics Sof/ware is

offered in Figure 5.

AVIONICS DOMAIN ANALYSIS

Past Current Future

Projects Projects Projects AvionisSoftwam

R1cnncnn Rel-Tn.©

ROvaI W Softwam' Development Methdologsi
CASE Tools CASE Tools

SOFTWARE PROCESS STANDARDS

MODEL PROJECT

Object-Oriented Structured Systems Ada
Software Development Development Ada 9X

Methodologies Methodologies
with

Real-Tune
Extensions

INTEGRATED CASE TOOLS

DoD STANDARD 2167A

Figure & A Model For Developing and Managing Reusable Avionics Software
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7.1 A MODEL PROJECT

To standardize the project formats and to appreciae, technical details, it will be useful to work on a Model

Project with close collaborations with a developer or consultant. It may be useful to re-enginer an existing project

which will have high reusability because the existing project will have all technical details. lIf however, a new

project is selected the emphasis will shift to new technical details and exploration aspects. Therefore, a new

project may be restrictive in exploring all toolstechnique, methodologies, and other issues. The difficulty in

re-engineering an existing project would depend on the availability of documents, style of coding, and the language

used.

The Model Project should be developed using appropriate methodologies, CASE tools, and documentation

should adhere to standard 2167A . It should serve as a model for use of methodologies and documentation. This

experience may be valuable for in-house development and in managing software development projects by

contractors.

7.2 SOFT-WARE DEVELOPMENT PROCESS- METHODOLOGIES- AND METRIS

Avionics software systems have a number of characteristics which make them unique compared to the

traditional data processing application. In general, they are real-time systems which need to activate as a response

to external events. Response time is critical for such systems. Some of them may be embedded where software is

integrated with hardware components. Correctness of soflware, and reliability are of utmost concern to users of

the software. Therefore, testing of software is a very elaborate task in its development The system needs to be

maintainable at the earliest possible time. On-board testing and maintenance efforts would minimize the

machine-down-time. Most of the tools and techniques identified earlier would also be applicable to avionics

software development.

Object-oriented methodologies are very well-suited for developing reusable software. The concepts of

abstraction, information-hiding and polymorphism are practiced in these methodologies. Though there are a

number of OOA, OOD, OOA and OOD mehdlogies, they are not in a matured stage such as Structured

Methodologies. The Object Modeling Technique by Rumbaugh et al. [RUM91] seems to be one of the most

appropriate methodologies for avionics system development as it offers Object Model, Dyrnamic Model, and

Functional Model facilities for requirements specification of a system. It is a nice blend of structured and

object-oriented concepts. The methodology may need further refinements to provide continuity among the three

models and to represent collaboration between various subsystems and objects. A CASE Tool called OMToolI'

implements the methodology. However, it is to be kept in mind that at present OMTool-ru does not implement the

Dynamic Model and Function Models of Rumbaugh's methodology. Represenation of collaborations between
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objects and integration of different models are the major issues regarding this methodology. The Model Project

may use Object-Oriented and Structured methodologies in analysis and design phases and A, da in implementation

phase. Ada 9X incorporates object-oriented programming features.

7-3 USING CASE TOOLS IN PROJECTS

At present most of the CASE tools used are in analysis and design areas. The analysis and design

methodologies are not well integrated. CASE tools related to project management, code generation, and testing

should also be used wherever applicable. This would integrate all the phases of life cycle. A recent report from

Institute for Defense Analysis has identified that there are more than 600 testing tools available but not widely

used. The CASE technology is heading towards I-CASE or Integrated CASE. Management may introduce these

tools progressively in projects. As discussed earlier, acquiring different tools may be linked to different levels of

process maturity.

7-4 ACTION PLAN

The action-plan may emphasize standardizing processes for a projecL A participative mode of

implementing a change in an organization may face less resistance. The manager may do the following for

instance:

1. State the need for a Domain Analysis for Avionics to identify *'he future technological needs.

2. Show how the existing projects meet the needs. Emphasis should be on specifics. Global words

should be avoided.

3. Identify goals for the next five years.

4. Draw an implementation plan which covers:

a. A suggested format for summary and detailed internal reports for projects

b. Details of deliverables from contractors

c. Software Engineering tools/techniques to be used

d. Identify the need for a Model Project

e. Invite suggestions from Project Engineers

g. Incorporate suggestions and implement the plan.

One of the difficult tasks would be to bring projects with multiple dimensions under a common thread of

control. This has to be done by studying individual projects and then comparing their similarities and differences.

The model project may promote uniformity in the processes i.e. in tools, methods and practices which would lead

the organization to a higher level of process maturity and force the contractors to adhere to higher standards.
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Elmer A. Grubbs
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Abstract

A literature search on the topic of virtual reality was performed.

Books, magazine articles and conference reports on the topic were read and

relevant ones saved. A flicker free 3-D television system using standard

television equipment with no hardware modification, which was built last

summer, was updated with new circuitry developed during the school year to

provide color pictures with reduced artifacts. A 486 comrniter system was

programmed and interface circuitry built to provide both static and moving

three dimensional pictures on the computer displi-a. rhis system also used the

flicker free methods developed last sununer. New techniques for stereoscopic

glasses, head mounted displays, and three dimensional displays were

investigated.
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A STUDY OF VIRTUAL REALITY AND ITS

APPLICATION TO AVIONICS

Elmer A. Grubbs

INTRODUCTION

Virtual reality (VR) provides the capability to simulate in three

dimensions nearly anything imaginary or real. VR provides the user with the

ability to interact with the simulated environment and other individuals using

the simulation. VR simply involves computer software and input/output devices

that directly interact with our senses, producing an artificial world for us

to interact in. Depending upon the particular application involved, VR is

also referred to as immersion simulation, artificial reality, telepresence,

virtual world, and virtual environment.

The state of the art is such that the virtual world is not completely

believable. The objects represented do not have intricate structure, and are

very simple and cartoon-like. Interacting with the objects may not occur in

real time, i.e. there is a noticeable delay in the movements represented in

the simulation space. In addition, the VR equipment is bulky and expensive.

There is little in the way of tactile feedback; for example one can't feel an

object as it's picked up.

The limitations to VR are being worked on by several research and

development organizations. The technology for correcting most of the VR

limitations already exists. However research has been conducted by a

relatively small group of scientists, some who are not familiar with the

breadth of the available hardware and software solutions. For example, until

last year, position tracking was traditionally done with a magnetic device

used since the 1970s that had a very slow response time. Only in the past year

have researchers begun to use systems which overcome this limitation. Except

for the tactile feedback problem, the other limitations to using VR have
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solutions only a few years away.

There are many areas in the Wright Laboratory Avionics Directorate that

can use VR technology. These areas will be addressed in the body of this

report.

DISCUSSTON

An updated literature review was conducted during the course of this

assignment. Searching Computer Select (CS), and the Defense Technical

Information Center (DTIC) CD roms, the WPAFB technical library index,

conference reports and other sources resulted in a great deal of information.

This information was organized and categorized. There are a broad range of

issues, technical and otherwise, which are addressed in the literature. This

report will concentrate only on the technical aspects of this emerging

technology.

The hardware for a VR system consists of a computer system and

input/output (1/0) devices. Input devices consist of devices such as

joysticks, position sensors, television cameras, voice recognition system,

data gloves, and body suits. Output devices are devices such as a head mounted

display (HMD) or television/computer screen with 3-D glasses, stereo 3-D sound

equipment, haptic displays, and computer speech systems. In short, anything

that makes the computer easier to interface with using the human senses may be

considered an 1/0 device to a VR system.

The software for a VR system consists of programs such as 3-D rendering,

position and view calculation, 1/0 device interfaces, algorithms for computing

constraints caused by physical laws, and motion simulation. Please refer to

figure one for a block diagram of a general VR system. At this time there are

VR systems available using current technology prices costing about $50,000.

This price is expect-,! to drop significantly, even as the technology improves.

For example, Texas Instruments is expected to introduce a consumer product for

about $400 soon. Sega is to introduce a game with a head mounted display for
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approximately $200 this year. Many other systems are available for $20,000 or

less, but do not provide the capabilities of the more expensive systems.

There are several interesting applications of VR that are in use or

being designed at this time. Several are listed below, and Appendix 1 contains

a more complete list. At the University of North Carolina a VR system was

prototyped for simulating the interactions between molecules. This system

allows scientists to place molecules together in the correct orientation to

visualize the molecular bonding. In Japan, a VR system is in use that allows

customers to design a kitct<.J themselves and then interact and visualize their

design in a three dimensi-nal simulation. Finally, the Department of Defense

has contemplated a VR syF -.m that allows a simulation of a military battle.

Another aspect of virtual reality studied this sunmmer is the concept of

three dimensional (3-D) television. Recently, with the advent of liquid

crystal diode (LCD) glasses and the emerqence of VR, the concept of 3-D TV has

been resurrected. One of the two popular approaches is as follows. Two cameras

are used, one representing left eye information, and the other representing

right eye information. The left eye information is sent to the TV during the

first field of a frame, and the right eye information is sent during the

second, or interlaced field. During the time while the 1 :t eye information is

present, the left lens of the LCD glasses is open and the right lens of the

LCD glasses is closed. During the time while the right eye information is

displayed, the right eye lens is open and the left eye lens is closed. Because

of the fact that the field rate is 30 hz, each LCD lens is turning on and off

at 30 hz. This causes an annoying flicker in the picture, which is

unacceptable for general use. The second approach modifies the TV receiver so

that the field rate is increased to 60 hz, thus eliminating the flicker. This

approach solves one problem, but introduces another since the TV receiver

needs to be modified. The high cost of this modification and the additional

circuitry eliminates this alternative approach for general public use.
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During the previous suumner, circuitry was built that eliminates the

30 hz flicker. This was accomplished with no internal modifications or

connections to the TV receiver! This summer the work was extended from black

and white to color, and circuitry was modified to reduce the effect of

artifacts or distortions, in the TV picture, which are caused by the special

processing being used to reduce the flicker. Please refer to figure 2 for a

block diagram of the general approach used here.

RKSULTS

Modifications designed during the period 1 January through 15 May 1993

were made to the equipment designed and built during the previous sumner. In

addition several ideas were generated for the display of three dimensional

pictures using other methods.

We first looked at possibilities for building stereoscopic glasses using

something other than LCD technology. LCD technology in the short term is still

expensive, and is limited by the speed with which the lens may be turned on

and off. It was noted that one way mirror glass offered one potential method.

If the intensity of light on the back of the glass is higher than that on the

front, the mirror is transparent. If the intensity on the front is higher, the

mirror is opaque, reflecting the light source back into the viewers eyes.

Several test apparatus were built to demonstrate the technique. By using a

light source reflecting off of a brown surface to illuminate the front of the

mirror, one could either view the TV screen or a solid brown image, depending

upon whether the light was on or off. This technique worked well at

frequencies up to about 15 Hz. Beyond that frequency, the brain integrates the

two images to form a single image. If there is a marked disparity in intensity

between the two images, the brighter one will prevail. In this case, the

brighter image is of the light shining on the front surface of the mirror, so

the brown light is all that the viewer sees. Therefore, the method does not

work at frequencies high enough to reduce flicker.

Several techniques were investigated which present the two images (left
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and right) in a way which would allow recovery for viewing using other that

LCD glasses. For example, the TV screen could be built using polarizing strips

of alternate polarity covering alternate field lines. The right image would be

displayed by the TV during the first field, and the left image during the

interlace field. The viewer would wear glasses with a vertical polarizer on

one side and a horizontal polarizer on the other, which would separate the

images back out to left and right views. The brain would again integrate the

two images to form a single three dimensional image, but it would still

flicker at 30 Hz. This technique could be used with the flicker free method

discovered last summer. It has apparently already been patented by another

researcher.

Another method involves sending the two images simultaneously, one

covering the majority of the TV screen, while the other is displayed on the

bottom right side taking perhaps 10% or 20% of the screen. The glasses in this

case would be optically designed such that the left image would be presented

to the left eye of the viewer without magnification with the bottom right

corner blanked out. The right image would be magnified and the entire image

presented to the right eye. Although the resolution of the right image would

be decreased by a factor of 5 to 10, and the left image would be missing a

piece, the brain would again integrate to present an acceptable image in 3-D.

The viewer would not be able to move their head appreciably using this method.

An advantage is that a viewer without special glasses could still see a

reasonable image in two dimensions.

The final method outlined involves a three dimensional viewing system

which does not involve glasses of any kind. It would consist of four rotating

LED or LCD matrices, connected to a computer system. Please refer to figure 3.

Each separate pixel element would be turned on or off as it rotated depending

upon whether calculations by the computer indicated that it was within the

boundaries of the object to be displayed or not within the boundaries. A major

problem would be turning on and off a large number of pixels in a short time,
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with a limited number of connections between the computer and the rotating

LCD's. This is similar to a DOD sponsored project with Texas Instruments,

which uses lasers to illuminate a rotating screen.

The major thrust of the last half of the sunmmer was in applying the

flicker free method developed during stummer 1992 to a 486 computer system. 3-D

rendering software called "Flights of Fantasy" was acquired which presented a

rotating pyramid showing 3-D perspective, but displayed in two dimensions. The

software was modified to use the flicker free method developed in suummer 1992,

as well as to interface to LCD glasses. An electronic circuit was also built

which captures the vertical scan rate from the computer screen and produces

the proper signal to drive the LCD glasses. Two programs are available, the

first displays a stationary pyramid in three dimensions which appears to come

out of the computer screen toward the viewer. The second displays a cube which

rotates slowly in three dimensions as the viewer watches. Both of these

programs provide flicker free images in 3-D with no internal modification to

the computer, and only a small amount of external circuitry, including the LCD

glasses.

Finally, an effort was begun, but not finished, to photograph an object

from two separate angles at a distance of about three inches apart, digitize

the images and display them on the computer in three dimensions using the

flicker free technique. Unfortunately, the images were not able to be

displayed on the computer due to the incorrect format of the image files. A

file which presented a solid red image for the right eye and a solid blue

image for the left eye was used to demonstrate the technique.

RECOMMENDATIONS

This sections outlines some the possible uses for VR in the Avionics

Directorate. The section includes recommendations for using VR technology.

The list presented here is not meant to be exhaustive, only representative of

what is possible using this new technology.

Performance monitoring of system parameters: in software monitoring a
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person could be placed in a virtual world of trees representing the various

parameters of the avionics software. As the aircraft went through various

maneuvers, the parameters could be monitored to see if any went out of bounds

during any part of the flight. As various conditions occurred, the leaves or

fruit on a tree could change color, alerting the user to these conditions.

Software development: Software could be developed using a visual 3-D

programming language. The software engineer can arrange progranming symbols in

3-D space to construct a program. In addition, the engineer can follow the

flow of data through the software design, watching the data change size and

shape as it is manipulated.

Navigation: A user could enter a virtual world representing the area

above the earth where the aircraft was flying. The user could see "safe"

corridors ahead indicating which direction to fly. Targets and threats would

be represented in three dimensions augmented by other necessary data.

Packaging: Packaging of various instruments could be designed and viewed

in cyberspace prior to actually assembling the device. This approach will

result in errors being discovered ahead of time.

Avionics Simulation: VR can eliminate the need to have simulation domes,

physical cockpits, and actual aircraft assets. The entire aircraft, its

environment, and avionics can be modelled using VR. In addition, the physical

test consoles and support equipment used in the simulation can be excluded by

using VR technology.

Battle management: VR technology can allow missions/battles to be viewed

in virtual space. For example, commanders will be able to view the battle from

the perspective of the fighting units or from the enemy's point of view.

Commanders could communicate with any of his assets by reaching out and

'touching" the proper vehicle, unit or aircraft.

Unmanned and robotic vehicles: A pilot could fly an aircraft or cruise

missile remotely using VR. With VR technology the pilot would be able to see

and feel only a virtual repre!sentation of the cockpit, the instruments and the

view outside the vehicle.
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Facilities: Office and lab space could all be designed in cyberspace

ahead of time, in fact the entire facility/lab could always be in cyberspace,

where workers could perform their duties iemotely. This approach would

eliminate the time and money spent commuting with an automobile.

Becau3e of the tremendous potential of this technology, I recommend

WL/AAAF purchase a commercial (VR) development system. This system would

serve as both an educational and prototyping medium. Individuals will be able

to gain actual experience with VR technology and be able to test examples of

how VR technology might be used in solving specific avionics problems.

CONCLUS IONS

A good deal of valuable research and development (R&D) work was

accomplished this summer. Work begun last sunmmer was expanded, improved, and

applied directly to a 486 computer system. VR technology can be applied to a

wide variety of avionics design and post deployment activities. In fact, the

development and application of VR technology can not only enhance America's

military superiority, but can contribute greatly to both the commercial and

academic sectors of the United States. The Avionics Directorate is in an

excellent position to solve existing problems with VR and refine technology

for transition to Air Force users. Therefore, I believe that it is critical

that VR tools be introduced into the Avionics Directorate so that work can

begin. VR technology is an important technology that neither the Air Force nor

the US can afford to ignore.
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ascension Technology Corp. Motion Trackers

P.O. Box 527 Burlington, VT 05402 (802) 655-7879

Co--ox, Inc. Music/Voice I/O

675 Conger St. Eugene, OR 97402 (503) 342-1271

Crystal River Engineering High Speed DSP

12350 Wards Ferry Rd. Groveland, CA 95321 (209) 962-6382

Digital Image Design, Inc. 3-D Computer Graphics

170 Claremont Ave.,Suite 6 N.Y.,N.Y. 10027 (212) 222-5236

Dimension International VR Computer System for PC's

Berkshire, England (44) 734 810077

Division Ltd. VR Sytem

Bristol, England (44) 454 324527

Evans & Sutherland Computer Image Generator

600 Komas Dr. Salt Lake City, UT 94158 (801) 582-5847

EXOS Inc. Data Glove with Tactile Feedback

8 Blanchard Rd. Burlington, MA 01803 (617) 229-2075

Fake Space Labs Alternate to HMD/Remote Camera

935 Hamilton Ave. Menlo Park, CA 94025 (415) 688-1940

Focal Point 3-D Audio 3-D sound

1402 Pine Ave. Suite 127 Niagra Falls, NY 14301 (416) 963-9188

Latent Image Development Corp. 2-D to 3-D conversion

2 Lincoln Sq. NY, NY 10023 (212) 873-5487

LEEP Systems, Inc. HMD/Optics/Cameras

241 Crescent St. Waltham, MA 02154 (617) 647-1395

Logitech 3-D Mouse/Tracker

6505 Kaiser Dr. Fremont, CA 94555 (510) 795-8500
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Polhemus Inc Position Trackers

P.O. Box 560 Colchester, VT 05446 (802) 655-3159

Sense8 Corp. 3-D Graphics

1001 Bridgeway, Suite 477 Sausalito,CA 94965 (415) 331-6318

Shooting Star Technology Position Tracker

1921 Holdom Ave. Burnaby,BC Canada V5B 3W4 (604) 298-8574

SimGraphics Engineering Corp. 3-D Mouse/Software

1137 Huntington Dr. South Pasadena, CA 91030 (213) 255-0900

StereoGraphics Corp. LCD Glasses 3-D Computer/Television

2171 E. Francisco Blvd. San Rafael, CA 94901 (415) 459-4500

StrayLight Corp. VR System for PC's

150 Mt. Bethel Rd. Warren, NJ 07059 (908) 580-0086

Telepresence Research Mobile Robot

635 High St. Palo Alto, CA 94301 (415) 325-8951

Virtual 'S' LTD Development system/facility

123 Mortlake High St. London, SW14 8SN Engl (44) 81 3929000

Virtual Research Head Mounted Display

1313 Socorro Ave Sunnyvale, Ca 94089 (408) 739-7114

Virtual Technologies Data Glove/Suit/Feedback

P.O. Box 5984 Stanford, CA 94309 (415) 599-2331

The Vivid Group VR Software + Video

317 Adelaide St. W. Suite 302 Toronto,On Canada (416) 340-9290

VPL Research Inc. Data Glove/Suit/VR systems/HMD/3-D Sound

656 Bair Island Rd. Redwood City, CA 94063 (415) 361-1710

VRG Head Mounted Display

800 Follin Ln Vienna, VA 22180 (703) 242-0030

VREAM Inc. VR System for PC's

2568 N. Clark St. Suite 250 Chicago, IL 60614 (312) 477-0425
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W Industries Ltd. VR Systems/Data Glove/Tactile Feedback/Etc

3 Oswin Rd. Leicester LE3 1HR, England (44) 533 542127

Xtensory Inc. Controller/Tactile Feedback/Software

140 Sunridge Dr. Scotts Valley, CA 95066 (408) 439-0600

Virtual Reality International January

Virtual Reality Systems March

Virtual Reality '94 May

International Conference on Cyberspace May

Medicine Meets Virtual Reality June

SIGGRAPH August

IEEE Virtual Reality International Symposium September

Calgary Virtual Reality Conference October

Cyberarts November

Virtual Reality Summit November/December

1. AT EXPERT, August 1991, pp.26-39

2, AL ERTZX=, August 1992, pp.22-29; 42-48

3. Al EXPERT Special Report, July 1992

4. AS PRISM, "The Next Best Thing to Being There", May 1992, pp. 2 6 - 2 9

5. hYTE, April 1992, pp.135-150, 175-182

6. Communications of the ACM, "Exploring Virtual Worlds with Tom Furness",

July 1991

7. Digital Media: A Seybold Report, "Stepping into Virtual Reality", Caruso, D

Aug 1991

8. Edventure Holdings, "Virtual Reality:Spreadsheets for Industry",Oct 8,1990
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9. EX, "Virtual Worlds", Roth, A., Dec 1991

10. Flights of Fantasy, Christopher Lampton, Waite, 1993

11. Government Computer News, "DOD Hopes 3-D Systems Find Home in Civilian

Sector",Aug 17, 1992

12. MacWeek, Bring that to the Mac, Sega", Jan 25, 1993

13. Patricia Seybold's Office Computin Re~ort, "Cyberspace: Reality is no

Longer Enough",Oct 1990

14. E.IXL, No. 6, 1991

15. Presence, MIT Press, Winter 1992

16. Science, "Looking Glass Worlds", Peterson, I.,Jan 4,1992, pp.8-15

17. Virtual Reality, Howard Rheingold, Summit, 1991

18. Virtual Reality Playhouse, Nicholas Lavroff, Waite, 1992

19. Virtual Reality. Through the New Looking Glass, Ken Pimentel and Kevin

Teixeira, McGraw-Hill, 1993
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CU RRENT AND FUTURE APPLICATIONS OF VR TECHNOLOGY

1. A system that allows a surgeon to enter a body virtually to perform an

operation using microminiature surgical tools.

2. An air traffic control system that allows the operator to see the aircraft

in three dimensions and communicate with an aircraft by reaching out in

cyberspace and grabbing it.

3. Systems that allow a user to remotely control a robot or combat vehicle as

though he was actually present at the site.

4. Tools which allow young students to design and interact with their own

virtual worlds.

5. Games that allow multiple users to interact with each other.

6. Systems that allow a user to see in three dimensions the person they are

talking to via telephone

7. A maintenance system that allows a technician to take three dimensional

visual parts descriptions with him to work on an aircraft.

8. A medical system that allows a doctor to see inside a patient to locate

tumors or other problems

9. A virtual office where records are stored in virtual file cabinets, books

and reports in virtual bookcases, and videos and records can be played.

10. A virtual school where students attend from a distance without leaving

their own homes
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Abstract

A framework of multiresolutional target tracking has been established. The wavelet

transform is employed in constructing multiresolutional data and model structures. Mul-

tiresolutional tracking is performed over the multiresolutional data and model structures

in a top-down fashion. The main advantages of multiresolutional target tracking include:

computational efficiency, performance robustness and algorithm flexibility. Two-level

joint probabilistic data association (JPDA) - nearest neighborhood (NN) and NN-JPDA

target tracking algorithms are developed. Computational efficiency is achieved and ad-

vantages of both JPDA and NN are combined.
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A Framework of Multiresolutional Target Tracking

Lang Hong

I. Introduction

Multiresolutional signal processing has been employed in image processing and com-

puter vision to achieve improved performance that cannot be achieved using conventional

signal processing techniques at only one resolution level. In this research, a framework

of multiresolutional target tracking is established to explore the advantages of multires-

olutional approaches. The foundation of this framework is the wavelet transform which

en applied successfully to many areas involving miultiresolutional processing. The

kt:• ligredients in multiresolutional target tracking are multiresolutional modeling and

multiresolutional measurements. Although only uniform resolutional measurements are

available, multiresolutional measurements are calculated by using the wavelet transform.

Multiresolutional data and model structures are then formed in a bottom-up process.

Tracking algorithms are applied at each level of the multiresolutional structures in a top-

down process. The advantages of multiresolutional target tracking algorithms include:

computational efficiency, performance robustness and algorithm flexibility. Multires-

olutional target tracking algorithms can be considered as a generalization of existing

tracking algorithms.

Multiresolutional estimation with applications to multiresolutional sensor fusion has

been investigated by Hong [3]. In [3], measurements are available at each resolutional

level and the estimates from each level are integrated using the wavelet transform. When

applied to target tracking, the greatest concern regarding the use of the wavelet trans-

form related approaches is the capability of real-time processing. The word real-time is

in the sense that when a single new measurement is acquired at the finest level, a new

estimate can be derived based upon all measurements available at all resolutional levels

at the present time index. This concern is not without reason. Until now, in the signal

processing area, the wavelet transform was not applied until a batch of measurements

was collected. This resulted in time delay in processing which was not allowed in many

applications, such as target tracking. Hong [3] developed a semi-real-time algorithm
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that divided the data into blocks, and processed the data after each block of data was

acquired. In [4], a true real-time multiresolutional approach was presented. A tree-like

data structure was introduced in which the bottom level of the tree corresponded to the

highest resolutional level and the top level of the tree represented the coarsest resolu-

tional level. The tree was growing and moving as new measurements were acquired and

the front branches of the tree were associated with the real-time filtering process.

II. The Discrete Wavelet Transform

In this report, the discrete wavelet transform is introduced by the concept of a filter

bank, Fig. 1. For a given sequence of signals x(i,n) E I2(Z), n E Z at resolutional

level i (x(i. n) is assumed a scalar sequence here), a lower resolutional signal can be

derived by lowpass filtering with a halfband lowpass filter having impulse response h(n).

A sequence of the lower resolutional signal is obtained by subsampling the output of the

lowpass filter by two,

x(i- 1,n) = Z h(2n - k)x(i,k). (1)
k

Eq. (1) is a mapping from a vector space 12(Z) into itself 12(Z). An "added detail", also

called wavelet coefficients, which is lost from x(i, n) in lowpass filtering can be computed

by first using a highpass filter with impulse response g(n) and then by subsampling the

output of highpass filtering by two. The added detail is given by

y(i - 1,n) = Eg(2n - k)x(Zk). (2)
k

The original signal x(i, n) can be recovered from two filtered and subsampled (lower

resolution) signals x(i - 1, n) and y(i - 1, n). Filters h(n) and g(n) must meet some con-

straints in order to have perfect reconstruction. In addition to the regularity constraint

[21, the filter impulse responses form an orthonormal set. Therefore, Eqs. (1) and (2)

can be considered as a decomposition of the original signal onto an orthonormal basis

and the reconstruction

x(i, n) = 3 h(2k - n)x(i - 1, k) + E g(2k - n)y(i - 1, k) (3)
k k
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can be considered as summing up the orthogonal projections. In this report, filters h(n)

and g(n) are assumed to be FIR filters. It has been shown that lowpass filter h(n) must

be the impulse response of a quadrature mirror filter (QMF) and g(n) and h(n) form a

conjugate mirror filter pair [9, 10]

g(L - I - n) = (-1)'h(n) (4)

where L is the filter length (which has to be even). Eq. (4) means that once lowpass

filter h(n) is determined, the conjugated highpass filter can also be determined. The

above decomposition can be repeated over resolutional levels. By defining

X(i) = [x(i, 1), x(i, 2),..., x(i, N)),

X(i'- 1) = [x(?i- 1, 1), x(i - 1, 2),..., ,x(i - 1, N12 )1T

E(i'- 1) = [y(?'- 1, 1), y(i'- 1, 2),.-.,. y(i - 1,N12 )IT,

Eqs. (I) and (2) can be written in terms of matrices

X(i - 1) = H,_.X(i) and Y(i - 1) = Gi,_X(i) (5)

where Hi-. and Gi-I are scaling and wavelet operators which have the following prop-

erties:

H-Ii_1Hi_, + GLG,_, - I (6)

and

Gi_IHT_1 GiIGT_1 0 1

Similarly, Eq. (3) can also be written in the operator form

X(i) = HT_,Xi(i - 1) + GT,_(i- 1). (8)

In this report, the transform specified by Eq. (5) is called the forward wavelet transform

(or simply wavelet transform) and the transform specified by Eq. (8) is called the inverse
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wavelet transform.

X11~

xX2 Lh

X23 L

where denotes downsampling by 2

Figure 1: A filter bank implementation of the wavelet transform.

III. Multiresolutional Target Tracking

In this section, a framework of multiresolutional target tracking is reviewed. A

functional block diagram of multiresolutional target tracking is shown in Fig. 2.

Multiresolutionsl Target Tracking

target
tracking

algorithms

m uitiresolutional multlresolutlonei trucking
de com po sition o de out ut

data structure. output.*eosuremeonter

Figure 2: Functional block diagrams of multiresolutional target tracking.

The key components for multiresolutional tracking are multiresolutional decompo-

sition and multiresolutional data and model structures which will be discussed in the

sequel.
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Multiresolutional Data Decomposition

Since the measurements that are available have only one resolution, a decomposition

is essential to build a multiresolutional data structure. An ideal multiresolutional data

structure should render itself to easy data decomposition in a bottom-up process and

data composition in a top-down process. The wavelet transform provides a natural

mechanism for multiresolutional decomposition and composition. A multiresolutional

data decomposition process (bottom-up process) is shown in Fig. 3, where only four

levels are depicted.

Ix_ (lowest res.)

X2L

bottom up x (highest res,.

Figure 3: A multiresolutional data decomposition process.

As can be seen from Fig. 3, a given measurement sequence X is decomposed into two

sequences of lower resolutional data, one in white {X, XlL, X2L, X_.L, ..X.} and the other

in shaded {fXIH, X2H, X_3H, ... }. The sequence in white is a lowpass filtered one and

forms a multiresolutional data structure. The sequence in shaded is a highpass filtered

one, called added details. Since the measurements have a noisy behavior, the highpass

filtered data are "noise like", but not white. Having a sideproduct of added details in

the decomposition process is unique and advantageous for the wavelet transform. A

complete data reconstruction can be obtained by using the added details in a top-down

process in the data structure.

Multiresolutional Model Decomposition

To describe target dynamics and sensor behaviors for different resolutional measure-
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ments, the system model and measurement model need to be decomposed accordingly,

forming a multiresolutional model structure. The model for the ith (i = 1.... 1) resolu-

tional level is

x'(k + 1) = A -x(k) 4 &2(k), (k) N(O,Q'(k)), (9)

y'(k) = Cx'x(k) + tit(k), ,'(k) -, N(0, R'(k)). (10)

Usually, since the dimension of the state vector is smaller than that of the measurement

vector, care must be given when decomposing models to avoid the problem of singularity.

Multiresolutional Tracking

A multiresolutional target tracking algorithm, in general, consists of two processes:

bottom-up and top-down. The bottom-up process is a model-building process, in which

given measurements and system models are decomposed into a multiresolutional data

structure and a multiresolutional model structure using the wavelet transform. The

top-down process is a tracking and refining process. Starting from the top level of

the multiresolutional data and model structures, existing target tracking algorithms

(such as the multiple hypothesis tracking (MHT) algorithm, the nearest neighborhood

(NN) method and the joint probabilistic data association (JPDA) technique) can be

implemented. Since the number of measurements at a coarser level, including false

alarms, is much smaller than that at the conventional resolutional level, the targets can

be tracked easily with less computation. For instance, when using MHT, the number of

hypotheses generated at a coarser level could be significantly smaller, which results in a

significant computation saving. However, due to the nature of downsampling, the tracks

are less accurate at coarser levels. By utilizing the "zooming" property of the wavelet

transform, the track accuracy will be refined by putting back the "added details". At

the bottom level of the structures, high quality tracks are obtained. A top-down refining

process is demonstrated in Fig. 4. Significant computational savings will be achieved by

employing different algorithms at different resolutional levels to combine the strength of

different algorithms, which is impossible for uniresolutional target tracking approaches.

Algorithms of two-level NN-JPDA and JPDA-NN are presented in the next section. Also,

algorithm flexibility is gained using a multiresolutional approach. For instance, when
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two kinds of sensory data with different resolutions (e.g., infrared and radar images) are

available, a multiresolutional tracking algorithm can be readily used to fuse information

from these two sources to obtain better tracks.

Another approach introduced by Musicki and Evans [8] dealing with finite resolu-

tional measurements is worthy of mentioning here. In their approach, measurements

have physically a finite resolution and measurements falling in a resolutional cell are

combined. An integrated J:?DA algorithm was developed for finite resoluLion sensors.

The multiresolutional approaches discussed in this report can be considered as dealing

with measurements provided by a sensor (such as radar) which has actively controlled

resolu ,al cells.

_(owest res.)

top down F X (highest roe.)

Figure 4: A top-down refining process.

IV. JPDA-NN and NN-JPDA Algorithms

Since both the NN and the JPDA algorithms are well understood by the tracking

community [1], in this section, only functional descriptions of JPDA-NN and NN-JPDA

are given and an emphasis is placed on combinations of the NN and the JPDA algorithms.

First the NN and the JPDA are briefly reviewed. Functional diagrams of the NN and

the JPDA are presented in Figs. 5 and 6.
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Figure 6: A functional diagram of the NND algorithm.
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The NN algorithm at moment k takes the measurement whose normalized distance to

track 4 is minimum to update the track. The advantage of the NN algorithm is that

it is simple and computationally efficient. However, tracks might be lost in the NN algo-

rithm because only the "nearest" measurement is used in updating. On the other hand,

the JPDA algorithm uses "all-neighborhood" measurements with weights according to

their statistical properties. The coefficient, O, t = 1, ... , T and j = 1, ... , m, reflects

the probability that measurement j is originated from target t. Since all-neighborhood

measurements are used, the JPDA has a better tracking performance than the NN algo-

rithm. However, the computational complexity for the JPDA algorithm is much higher

than that of the NN algorithm. It is naturally desired that these two algorithms be

combined such that the combined algorithm is as computationally efficient as the NN

algorithm, and its performance is as robust as the JPDA algorithm. This is impossible

with uniresolutional approaches. With the introduction of the framework of multireso-

lutional target tracking, the combination of the NN and JPDA algorithms becomes not

only possible but also recommended. The multiresolutional data and model structures

provide an ideal platform for this combination and the wavelet transform is an ideal

vehicle linking information between different resolutional levels.

There are two combinations: NN-JPDA and JPDA-NN. A functional block diagram

of the JPDA-NN is shown in Fig. 7.
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Assuming that at the (k - 1)th moment we have two tracks: ~xkl,, ki~ = 1,2. Also

assume that we have twelve validated measurements at the kth moment: zk, *_**'...1z'

In the following we will describe a complete track updating cycle for the JPDA-NN

algorithm. The resolution of the given measurements is considered to be the highest and

is assigned as resolutional level one. For notational convenience, we rewrite the tracks

and measurements with a superscript denoting the resolutional level index:,•

i = 1,2 and z4_ , j = 1, ... , 12. Using a distance metric, the measurements are assumed

2k 1I -F - 1 1 kl1

to have been partitioned into three groups1 : {•,** }1 {4 .k 8 } n {.kg **

1The family of the wavelet transform that we used required the number of measurements be two to

an integer power. i.e., 2". The simplest partition which meets this requirement is dividing measurements

into groups with two measurements (i.e., 2' ). We are currently extending the wavelet transform to take

arbitrary number of measurements.
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Applying the wavelet transform to these three groups of measurements generates three

coarser measurements (at level two):

1 -1 ý1 wavelet transform 2
k '-i4 k 3 ' 1-k 4  k

wavelet transform 2

&k5  -z k6 1Zk7 I .kg} zk 2

I ~wavelet transform
k-ýk9 ' -- k j0 -" k 121' -k3"

The JPDA algorithm is applied at level two to the coarser measurements to update the

i 2 .2 .2 -2 -2 .2tracks, resulting in two sets of updated tracks: ,k 2k 3k and x2 22 23-11 k~k ) -- 12kfk I 1-!3kl -2'kik ' -X22klk ' -- 23kklk

where subscript {im} denotes that track 2! is updated by measurement z 2,. Since
Xik--llk--1ISUk

only three measurements instead of twelve are involved in the JPDA tracking process at

resolutional level two, the computational complexity is much lower. In other words, the

data association is performed at resolutional level two among groups of measurements,

instead of each individual measurement. Instead of combining tracks i 2 , = 1,2,3

into x as regular JPDA does, each coarser track is refined by using the NN algorithm.
For example, the coarser track, &2 shown in Fig. 7, is refined by an NN tracker

whoe eaureen ipus ae:{z• 1 .1 ..1whose measurement inputs are: ±k, k,' z'k }" The refined tracks from the NN

trackers are then combined by JPDA's weighting coefficients to generate high quality

tracks at resolutional level one: 1ik and l . Notice that in the NN trackers at-Ikj--2klk"

resolutional level one, no propagations are performed, since tracks were propagated in the

JPDA trackers at the coarser level. In summary, the JPDA-NN algorithm performs data

association over coarser measurements (groups of measurements) to save computation

while retaining the strength of JPDA. The coarser tracks are then refined by the NN

algorithm at resolutional level one to improve track accuracy. The overall behavior of

JPDA-NN is similar to that of JPDA, but the computational complexity is low. The

amount of computational savings depends on the measurement resolution reduction

rate (the rate is 4:1 in Fig. 7). The larger the resolutional reduction rate is, the more

computational savings, but the farther the behavior of the JPDA-NN algorithm from
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the JPDA algorithm.

A functional block diagram of the NN-JPDA algorithm is shown in Fig. 8.

Al 12K i
'lk.lIA2.1 , k

•k-1lk-l NN 1 -'k-k --- klk

-k03

multiresolutional
decom position

Xk-1 jk- (Z22. Z&PZg !C12

Figure 8: A functional diagram of the NN-JPDA algorithm.

We also assume that there are two tracks at the (k- l)th moment, k-a 1-' = 1,2 and

twelve validated measurements at the kth moment, zl z_•, ... , z12*. The measurements

arealso assumed to have been partitioned into three groups: {•,""•} {I,",

and {z-, , ""'-• 2z }. In the NN-JPDA algorithm, the NN algorithm is first applied at

resolutional level two to the coarser measurements: z _kF2 and -k3 • Assume that the

nearest measurement to track 1• is z• and the nearest measurement to track

is z Updating b r results i a tracks: ad 2 2 .

11k_ 2 y raker n co r e ~ 1k ik nd

Refinement of tracks is narrowed down to the groups of measurements: •1.•, and

z, ... , Fz1 at resolutional level one. The JPDA algorithm is then used to refine the

tracks using the measurements from the groups (Fig. 8). Similarly, no propagation
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operations are performed in the JPDA trackers at resolutional level one. The overall

behavior of the NN-JPDA algorithm is similar to that of the NN algorithm. However,

since the nearest groups of measurements are used by the NN trackers at resolutional

level two, the NN-JPDA algorithm has better capability of maintaining tracks than the

traditional NN algorithm. Therefore the NN-JPDA algorithm is nearly as efficient as

the NN algorithm, but with a certain capability of the JPDA algorithm.

V. Simulations and Discussions

The JPDA-NN and NN-JPDA algorithms described in this report have been applied

to various testing scenarios. Simulation results of one typical scenario are presented in

this section. Fig. 9 shows a scenario of two crossing targets with constant velocities. At

each scan there could be as many as ten false alarms. For the purpose of comparison,

both the NN and the JPDA algorithms are applied to the scenario with an incorrect

initial value and the results are shown in Figs. 10 and 11. One can see from Figs.

10 and 11 that one track was lost in the NN tracker, while JPDA maintains tracks

pretty well. The results of the JPDA-NN and the NN-JPDA algorithms are shown

in Figs. 12 and 13. A comparison of computational complexity of four algorithms:

JPDA, NN, JPDA-NN and NN-JPDA is given in Table 1. The units in the table are

numbers of floating point operations (flops). Although JPDA provides a decent result,

its computational complexity is high. On the other hand, although the performance of

the NN algorithm is not satisfactory in this scenario, it is extremely computationally

efficient. The performance of the JPDA-NN algorithm is very compatible to that of the

JPDA algorithm, but its computational complexity is much lower than that of JPDA

(the resolution reduction rate is 2:1 in the implementation). The performance of NN-

JPDA is much better than that of the NN algorithm and its computational complexity

is compatible to the NN algorithm. By now, the beauty of the JPDA-NN and NN-JPDA

algorithms is completely demonstrated: one can effectively control the trade off between

the performance and computational complexity. If one wishes to achieve a performance

of JPDA but cannot afford the computational burden, he/she can choose the JPDA-NN

algorithm. On the other hand, if one likes to have a computational level as in the NN
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algorithm, but wishes to improve the performance, he/she can choose the NN-JPDA

algorithm.

V. Conclusions

A framework of multiresolutional target tracking is established and two-level JPDA-

NN and NN-JPDA algorithms are developed in this report. It has been shown that

the algorithms combine the strengths of JPDA and NN. By choosing JPDA-NN or NN-

JPDA, one can control the trade off between performance and computational complexity.
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algorithm number of flops

JPDA 12,703,068

NN 686,458

JPDA-NN 5,329,963

NN-JPDA 1,86S,819

Table 1: A comparison of computational complexity of different algorithms.
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Figure 11: Estimated tracks of the targets using the JPDA algorithm.
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Figure 12: Estimated tracks of the targets using the JPDA-NN algorithm.
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Figure 13: Estimated tracks of the targets using the NN-JPDA algorithms.
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Abstract

This report considers target detection with synthetic aperture radar and coherent subtraction. We shall

show with experimental data that the coherent subtraction technique may be used to surpress Gaussian

outliers and obtain approximate Gaussian distributions for clutter and noise. We shall also derive generalized

likelihood ratio (GLR) detection algorithms that may be used with SAR images that are obtained with

coherent subtraction. We shall analytically compare the performance of a) a single pixel detector, b) a

detector using a complete knowledge of the target signature information and known orientation information,

c) a detector using an incomplete knowledge of the target signature information and known orientation

information, d) a detector using unknown target signature information and known orientation information,

and e) a detector using unknown target signature information and unknown orientation information.
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TARG(ET DETECTION WITH SYNTHETIC APERTURE RADAR

AND COHIEREN'r SU'B'FRA('TION

Jian Li

I. Introduction

Synthetic aperture radar (SAR) technology may be used to detect radar targets of interests. High

resolution SAR technology is especially useful for detecting small radar targets embedded in strong ground

clutter such as in foliage. In this report, we shall consider target detection algorithms that may be used

with high resolution SAR.
Trhe first problem encountered by radar target detection researchers is how to describe and deal with the

statistical properties of radar clutter and noise. In general. radar clutter and noise do not satisfy Gaussian

distribution. Many statistical models, such as the well-known log-normal, Weibuli, and K-distributions,

have been proposed to describe the clutter and noise statistics. Although these distributions may provide

better statistical models for the clutter and noise than the Gaussian distributior., the detectors that are

derived based on these models may be very complicated and may involve an expensive multidimensional

search over the parameter space. It is also difficult to analyze the performance of these detectors, i.e., it is

difficult, if not impossible, to derive the probability of detection and probability of false alarm for such a

detector, from which the threshold of the detector is determined.

Alternatively, the SAR images may be preprocessed so that the Gaussian assumption for clutter and noise

is approximately valid. For example, Hunt and Cannon [1] and Reed and Yu [2] considered removing local

means as such a preprocessing technique. The detectors obtained from Gaussian assumptions may avoid

the multidimensional search over the parameter space. It is also much easier to analyze the performance of

such detectors since many Gaussian assumption based results exist in the literature.

In this report, we consider using coherent subtraction as a preprocessing technique for SAR images. We

shall show the validity of the Gaussian assumption of the clutter and noise after the coherent subtraction

between two complex SAR images obtained with two identical experiments. One of the two SAR images is

assumed to be target free and the other is to be sought for the presence of target. The effectiveness of the

coherent subtraction technique is demonstrated with experimental data obtained b, ERIM (Environmental

Research Institute of Michigan).

Target detection from SA R or optical images has been considered by many authors. For example, Novak,

Burl, and Irving (3] considered target detection with a polarimetric SAR. The three output images of the

polarimetric SAR are first processed by a polarization whitening filter, which is derived by assuming a K-
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distribution for chitter and noise. The output image of the filter is next used with a two-parameter detector

for target detection. The target detection in [J31 is perfoirmed one pixel at a tiine even though the target

may occupy more than one pixel. i.e.. even though the target size may be larger than the resolution of the

SAR image.

Reed and Yu [2] considered generalized likelihood ratio targpt detection from a sequence of optical images.

which are first preprocessed by removing local means so that the clutter and noise will approximately have

the Gaussian distribution. In [2], each target in an image is described by a completely known template or

signature with an tnknown gain, which is a scalar. The algorithm, however, may not work well with SAR

images. For example, for a target in foliage, the SAR target signature may change due to the interaction

between target and tree trunks.

Stotts [4] considered detecting several dim targets in an image simultaneously. The image is also first

preprocessed by removing local iieans so that the clutter and noise will approximately have the Gaussian

distribution. Each dim target is described by a known template or signature with an unknown gain, which is

a scalar. Stotts has shown that simultaneous detection of multiple targets may perform better than separate

detection of individual target. In this report, we shall extend this idea of the simultaneous detection of

multiple targets to the detection of a target with multiple pixels in a SAR image.

We shall derive generalized likelihood ratio (GLR) detection algorithms that may be used with SAR

images that are obtained with coherent subtraction. The target of interest is modeled with a target template,

which is large enough to cover the entire target. The size of the target template and the number of complex

unknowns in it is determined by the knowledge of the target orientation information and the amount of

target signature information known to the detector. Using this unifying framework, we shall analytically

compare the performance of a) a single pixel detector, b) a detector using a complete knowledge of the target

signature information and known orientation information, c) a detector using an incomplete knowledge of

the target signature information and known orientation information, d) a detector using unknown target

signature information and known orientation information, and e) a detector using unknown target signature

information and unknown orientation information. We shall derive the probability of detection and the

probability of false alarm of each detector. To achieve a constant false alarm rate (CFAR). each detector

threshold is simply a function of the dimensional parameters of the detection problem and the desired

probability of false alarm.

In Section 1. we use the experimental data from ERIM to demonstrate the effectiveness of coherent sub-

traction as a preprocessing technique. In Section I1. we formulate the target detection problem. In Section

Ill, we present an optimal GLR detector and discuss its performance. In Section IV, we present a practical

GLR detector and its performance. In Section V, we apply the practical detector to the experimental data

from ERIM. Finally, Section VI contains our conclusions.
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IL Coherent Subtraction

We consider below the effect of coherent subtraction as a preprocessing technique for SAR images on

the statistical properties of clutter and noise. The experimental data used to demonstrate this effect are

obtained by ERIM (Environmental Research Institute of Michigan) with a portable rail SAR (5]. The

frequency band of the SAR is between 400 and 1:300 MHz and the depression angle is 300. The data

we shall use were ob)tained when both the transmitter and receiver of the SAR are horizontally linearly

polarized. We downsampled the original images presented in [5] by a factor of two in range and by a factor

of six in azimuth since the original images are oversampled.

Figures 1(a) and (b) show the 3-dimensional (3-D) plots of the magnitudes of two complex SAR images

obtained with two identical experiments. Figure 1(a) shows the 3-D plot with foliage only. The peaks in

the figure correspond to the radar returns from tree trunks. Figure 1(b) shows the 3-D plot of a target in

foliage. The target is a surrogate M-35 truck rotated 240 counterclockwise from end-on. Figure 1(c) shows

the 3-D) plot of the magnitude of the coherent subtraction between the two complex SAR images. Figure 2

is similar to Figure 1 except that the truck is broadside. Thus the target return in Figure 2 is much stronger

than in Figure 1.

We note that coherent subtraction can effectively suppress the large clutter returns due to tree trunks.

The large returns left in Figures 1(c) and 2(c) are due to the target and its surroundings. For example,

the darkened peak to the left of the target in Figure 2(c) occurs in Figure 2(a) but not in Figure 2(b).

This is because the tree that caused the darkened peak in Figure 2(a) is in the shadow of the target and

thus does not show up in Figure 2(b). The presence of the darkened peak in Figure 2(c) is an additional

information showing the presence of a target because its presence is due to the interaction between the

target and clutter. This information is especially useful when the target return is weak.

Figure :1 shows the histograms of the real and imaginary parts of the clutter and noise in the SAR

images in Figure I before and after coherent subtraction. The histograms are also compared with Gaussian

probability density functions (pdfs). We note that before coherent subtraction, the histograms of the clutter

and noise do not match the Gaussian pdfs very well due to the outliers caused by the large tree trunk returns.

After coherent subtraction, however, the match is much better due to the suppression of the large tree trunk

returns.

We have also found that the clutter and noise pixels in Figure 1 are independent of each other. The

problem formulation below will take this result into account.
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III. Formulation of the Target Detection Problem

Consider the image obtained with coherent subtraction in which a target may be present. The target

iiay be modeled with a template consisting N pixels. The shape of the template may be arbitrary and the

template may consist of areas that are not connected. Among the N pixels, K (K < N) pixels are assumed

to be deterministic unknown complex scalars. The locations of the K pixels depend on the target of interest

and its orientation relative to the radar. The rest N - K pixels are assumed zero, i.e., they correspond to

the areas of the target that does not generate radar returns.

Let z denote an N x I vector consisting of the pixels of such a template in the presence of clutter and

noise. tinder hypothesis HI, the target presence hypothesis, the z may be written

z = Sb + ii, (1)

where b is the K x I vector consisting of the K deterministic unknown complex scalars of the target. The

S is a nonsingular N x K matrix describing the locations of the unknown scalars. Only one element in each

row and each column of S is I and the rest of the elements are zero. Thus we have

SS = IK, (2)

where (.)H denotes the complex conjugate transpose and IK denotes the identity matrix of dimension K.

The n denotes the clutter and noise random vector and is assumed zero-mean complex Gaussian with

covariance matrix c, 2IN. Under hypothesis H0, the target absence hypothesis, the z may be written

z = n. (3)

The problem of interest is to maximize the probability of detection of the target for a given probability

of false alarm. We shall consider the generalized likelihood ratio target detection algorithms for the purpose.

We shall consider both an optimal detector, where the clutter and noise variance is assumed known, and

a practical detector, where the clutter and noise variance is unknown. The effects of the dimensional

parameters such as N and K on the performance of the detectors will also be considered through performance

analysis of the detectors.

We remark that the above detection problem is a generalized version of the approach of considering

one pixel at a time and the approach of using the complete knowledge of the target signature. When we

consider detection by using one pixel at a time, we have N = K = 1. When the complete knowledge of the

target signature is known except for a complex gain, the S becomes the signature vector i whose Euclidean

norm is 1, the b becomes the unknown complex scalar gain b, and K = 1. Through performance analysis

of the optimal and practical detectors, we shall understand how the approaches relate to each other.



IV. Optimal Detector and Its Performance

The optimal detector is derived by assuming that the clutter and noise variance, i.e., 2, is known. We

shall present below the generalized likelihood ratio (GLR) detector under this assumption and also present

its performance.

It is shown in Appendix A of [6] that the optimal detector has the form

zHSSHz >(<>t (4)
U2 H0

The threshold parameter -y is determined according to a given probability of false alarm. The detector (4)

maximizes the probability of detection for the given probability of false alarm [7].

It is shown in Appendix B of [6] that the probability of false alarm of the above detector is

K-I1 K-I-k

P= exp(--) ()
k=O (

We note that the PF depends only on K, the number of unknown parameters in a target template, and the

threshold parameter y. The PF is independent of N, the size of the template. For a given probability of

false alarm, the y in the optimal detector (4) is obtained with (5). It is also shown in Appendix B of [6]

that the probability of detection of the above detector is

no i i+K- I i+K-l-k

6_ )- . (6)PD=eXP(- T (i + K k)!'i=0 k=

where
SbHb (7)

The 6 is the signal-to-clutter-and-noise ratio (SCNR) of the template. Note that 6 is the sum of the

signal-to-clutter-and-noise ratios of the non-zero pixels in the template. We also note that the PD is also

independent of the template size N. The PD depends on K, SCNR 6, and the threshold 7.

To compare the performance of the detectors described in Section 1, let us consider the effect of K on

the performance of the optimal detector. Figure 4 shows the probability of detection as a function of SCNR

for different K. It is shown that for a given PF and a fixed SCNR 6, the PD of the optimal detector in (4)

decreases as K increases. The 2our performance curves shown in Figure 4 correspond to the four scenarios

shown in Figure 5. We remark that for the same target SCNR, the performance of assuming the complete

knowledge of the target signature is the same as K = I in our problem formulation, which is shown in

Appendix C of [6]. We note from Figure 4 that the best performance occurs when we use the complete

knowledge of the target signature except for the unknown gain and when the target orientation is known.

The worst performance occurs for the case of unknown target signature and unknown target orientation.
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We note from Figure 4 that for a given Pp, to achieve the same PD as for the case of K = 1, extra

SCNR is needed. Figure 6 shows the extra SCNR needed to achieve PD = 0.5 for different probabilities

of false alarm PF. We note that we have similar curves for different probabilities of false alarm PF. The

extra S(*N R needed decreases slightly as PF decreases. We also note that the extra SCN R needed increases

slowly as K increases. This result may be explained as follows. As shown in Appendix B of [61, we may

rewrite the optimal detector in (4) as
ZýAZ2A (8I0' K r (8)

Under h~l ithesis Ho, Z2A has the complex Gaussian distribution with zero-mean and covariance matrix 'K.

Under hypothesis H 1 , Z2A has the complex Gaussian distribution with mean b/u and covariance matrix IK.

Thus under hypothesis H 0 , the mean and variance of ?' are 1 and 1/K, respectively. Under hypothesis H1 ,

the mean and variance of ?1' are I + 6/K and 1/K + 6/K, respectively, where 6 is the SCNR given in (7).

For a fixed SCNR 6. increasing K has two opposite effects on il'. On the one hand, increasing K decreases

the variance of il' tinder both hypotheses. This effect helps increase the probability of detection for a given

probability of false alarm. ()n the other hand, increasing K reduces the difference between the means of

rl' under Hj) and Hi. This effect reduces the probability of detection for a given probability of false alarm.

The combined effect of K on the optimal detector is shown in Figure 6.

Although it is the best to use the complete knowledge of the target signature for target detection, the

target signature may not be completely known for SAR images and even when known, the signature may

change due to the interaction between the target and clutter and other factors. The change of signature may

result in severe detector performance degradation. Let i and i, be the assumed and true target signature

vectors, respectively, where both i and s1 have Euclidean norm 1. It is shown in Appendix C of [6] that

the probability of false alarm for this case is the same as (5) with K = I. The probability of detection for

this case has the form of (6) with K = I and

6 = I b2 P, (9)
012

where p is the SCNR loss factor as a result of the signature mismatch, i.e.,

I= I;, i2. (10)

It is easy to see that 0 < p < 1. Figure 7 shows the SCNR loss as a function of p.

We now make the comparison between using the incomplete knowledge of the target signature informa-

tion and the approach of using the complete knowledge of the target signature information except for the

unknown gain. For example, when using an incomplete target signature described by K = 20 unknown

parameters, the extra SCN R needed to achieve the same probability of detection as when using the complete

target signature information (K = I) is about 3 dB, as shown in Figure 6. If we know that the mismatch
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between the assumed and true target signatures will result in a S(NR loss factor p of no less than 0.5, then

it is better to use the complete knowledge of the target signature information in the detector. Otherwise, it

is better to use the incomplete signature information and assume K = 20 unknowns in the target template.

The comparison between considering one target template at a time and one pixel at a time is also clear.

For a template with K = 20 unknown parameters, for example, the extra SCNR needed to achieve the same

probability of detection as for K = I is about 3 dB. as shown in Figure 6. If the template SCNR 6 is at

least 3 dB larger than the SCNR of the highest pixel in the template, then using the target template model

is better than considering each pixel at a time. Otherwise, it is better to consider each individual pixel at a

time. For the best case where all K = 20 pixels in the target template have equal magnitude, the template

SCNR is about 13 dB more than the individual pixel SCNR. Then as compared with using one pixel at a

time, the net gain of using the target template for target detection is about 10 dB because of the 3 dB loss

due to the increased number of unknowns.

V. Practical Detector and Its Performance

In the previous section, we have studied the performance of the optimal detector, which assumes that

the clutter aud noise variancc is known. In practice, however, the clutter and noise variance is unknown. We

present below a practical detector for this practical situation. Our approach is similar to the one developed

by Kelly [8] for target detection with a phased array airborne surveillance radar.

The practical detector we shall present utilizes both primary and secondary data of a SAR image for

target detection. The data vector z, from which the target presence is sought, is referred to as the primary

data. The secondary data vectors z(l), z(2), .-. , z(L) are assumed to be target free, i.e., they represent the

target free background of a SAR image. They are assumed to have the same statistics as the primary data

vector z under hypothesis H0 and are statistically independent of each other and z. The secondary data

are useful for estimating the clutter and noise variance in the practical detector.

It is shown in Appendix D of [6] that the practical detector has the form
L zH(l)z(1) HI

z Z + F z. (11)zH (IN - SSH) Z+ ELf Ho

The threshold parameter ý is determined according to a given probability of false alarm. The detector (11)

maximizes the probability of detection [7].

It is shown in Appendix E of [6] that the probability of false alarm of the above detector is

k=0 ( K - k - -
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M = NL+N- K. (13)

We note that for the practical detector, the PF depends on the dimensional parameters M and K and the

threshold parameter ý. For a given probability of false alarm, the ý in the practical detector (11) is obtained

with (12).

It is also shown in Appendix E of [6] that the probability of detection of the above detector is

PD = 1 - exp(-6 1 ) I - ( +"-k-2 61 M -'(

k=o i=0 K + i - I i!M+K-k--t (

where

- bHb

%%e note that PD depends on the dimensional parameters M and K and 61, which depends on the target

SC(NR 6 = bHb/o0,2 and the threshold ý.

We remark that (12) and (14) also hold when L is not an integer but a rational number such that NL

is an integer. The detector (11) may be changed slightly to accommodate the fact that L is not an integer.

We now examine how the different dimensional parameters affect the performance of the detector in

(11). The performance of the detector is mainly determined by M = NL + N - K and K, which may be

seen from the performance analysis in Appendix E of [6]. Consider first M = NL+ N-K, the total number

of signal free pixels in the primary and secondary data vectors. The larger the number of signal free pixels

M, the better the estimate of the clutter and noise variance, and hence the closer the performance of the

practical detector to that of the optimal detector. This result may be observed from Figure 8, which shows

the probability of detection as a function of SCNR for different M when K = 2 and PF = 10'.

(Consider next the effect of K, the number of unknown parameters in the target template, on the

performance of the practical detector. We first explain tha -ge K, more number of signal free pixels

M is needed by the practical detector to achieve similar pe: ce as the optimal detector. As shown in

Appendix E of [6], we may rewrite the practical detector in (11) as

I AZIA/K >"16= Z(ZA/ ' (16)

[Z{BZIB + Ei=1 4''(1)zI(I)] /M HO

Under both hypotheses, the zil() has the complex Gaussian distribution with zero-mean and covariance

matrix IN. Utnder both hypotheses, ZIB has the complex Gaussian distribution with zero-mean and covari-

ance matrix IN-K. Under hypothesis H0 , ZIA has the complex Gaussian distribution with zero-mean and

covariance matrix IK. Under hypothesis H1 , ZIA has the complex Gaussian distribution with mean b/c'

and covariance matrix IK. Then under hypothesis H0, the mean and variance of the numerator of r7' are

I and I/K, respectively. Under hypothesis HI, the mean and variance of the numerator of iq' are 1 + 6/K
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and I/K + 6/K, respectively, where 6 is the SCNR given in (7). Under both hypotheses, the mean and

variance of the denominator of i'j are I and I/Al. respectively. We note that for large K and small M, the

performance of (16) will be affected by the variance I/A! of the denominator of ?g. Thus for large K, M

inust also be large in order for the practical detector in (16) to achieve similar performance as the optimal

detector in (8). We found through numerical examples that for I < K < 1000, the performance differences

between the practical and optimal detectors are similar for different K when M is proportional to K213.

Figure 9 shows the probability of detection as a function of SCNR for different K when M = 48K 1 3 and

Pp = 10'. The figure also shows the performance of the optimal detector for comparison. Note that the

optimal and practical detectors have similar performances.

Figure 10 shows the probability of detection as a function of probability of false alarm, i.e., the receiver

operating characteristic of the practical detector, for different K and SCNR when M = 118 and PF = 10-8.

We note that to achieve the same PD as for K = 1, we must significantly increase PF for K = 10 and fixed

S('NR. With SCNR increased by 5 dB more for K = 10 than for K = 1. however, we will have a better PD

for a given PF.

VI. Target Detection with Experihental Data

We consider first the performance of the practical detector when used with the experimental data shown

in Figure 1. Figure 11 shows the detection results before and after coherent subtraction when M = 48,

N = K = 1, and PF = 10'. Figure 11 shows the generalized likelihood ratios that are above the detection

threshold. We note that before coherent subtraction, although the presence of the target is detected, the

large tree trunk returns also result in a false alarm. With coherent subtraction, however, the false alarm is

eliminated.

Consider next the experimental data shown in Figure 2. We note that the target occupies more than one

pixel. Let us assume that the target orientation is known and use an incomplete target signature described

by K = 20 unknowns. Then the template SCNR for the target is approximately 35 dB for the data shown

in Figure 2(c). The largest pixel SCNR for the target is about 25 dB. Thus compared with using each single

pixel for target detection, using the template with K = 20 unknowns results in a net gain of about 7 dB

because of the 3 dB loss due to the increased number of unknowns.
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VII. Conclusions

We have considered target detection with synthetic aperture radar and coherent subtraction. We have

shown with experimental data that the coherent subtraction technique may be used to suppress outliers

and obtain approximate (,aussian distributions for clutter and noise. We have also derived generalized

likelihood ratio ((;LR) detection algorithms that may be used with SAR inages that are obtained with

coherent subtraction. Through performance analysis, we have analytically compared the performance of

a) a single pixel detector, b) a detector using a complete knowledge of the target signature information

and known orientation information, c) a detector using an incomplete knowledge of the target signature

information and known orientation information. d) a detector using unknown target signature information

and known orientation information, and e) a detector using unknown target signature information and

unknown orientation information.
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Figure 1: 3•-dimensional plots of the magnitudes of: complex SARl images when the target is a surrogate
M-(5 (end-on). (a) Foliage only. (b) Target in foliage. (c) After coherent subtraction.
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Figure 2: 3-dimensional plots of the magnitudes of complex SAR images when the target is a surrogate
M-3.5 (broadside). (a) Foliage only. (b) Target in foliage. (c) After coherent subtraction.
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Figure 3: Histograms of clutter and noise before and after coherence subtraction and Gaussian fit. (a)
Real part before coherent subtraction. (b) Imaginary part before coherent subtraction. (c) Real part after
coherent subtraction. (d) Imaginary part after coherent subtraction.
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known orientation information, and (d) unknown target signature information and unknown orientation
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Abstract

In this research, the problem of testing random-access memories (RAM) is considered. Due to the

increasing density of RAM chips, built-in self-testing (BIST) has to be applied in order to save the time and

cost of testing. Pseudo-random testing is evaluated as a BIST structure for RAMs. The fault coverage and

test length of random testing for RAM is studied. The results show that pseudo-random testing is suitable

for testing RAM using BIST.
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BUILT-IN SELF-TESTING OF RANDOM ACCESS MEMORIES

Carol Q. Tong

1. lutroXIdtctioi

Testing semiconductor memories is becoming very important because of the increasing size and complex-

ity of memory chips. As a result, testing with faster speed, less cost and higher reliability has become a very

important issue.

ThIis research report will discuss the problem of testing random access memories (RAM) in a computer-

aided design (CAD) tool - VLSI Testability Synthesis Tool (VTST) [1] - developed at Wright State Univer-

sity. VTST is a synthesis tool for designing VLSI circuits incorporating built-in self-testing (BIST) structure.

A RAM chip consists of all array of memory cells. Depending on the structure of the storage element

in each cell, it can be either static RAM (SRAM) or dynamic RAM (DRAM). The RAM chip also has an

address decoder, address and data registers, and read/write control logic. Figure 1 shows the structure of

an embedded RAM [2]. 'riTe memory array is assumed to be of the size 2mxn, where m is the number of

address lines, or the number of bits in the binary representation of an address, and n is the number of binary

bits stored at each address.

Testing of RAM has been studied over many years. But only in the recent years, when the speed and

cost of testing are becoming major issues, was built-in self-testing introduced to the area of testing regular

structures such as RAM. BIST is expected to play a key role in the next generation of multimegabit memory

devices. BIST is just the ability of a circuit or system to test itself [2]. A BIST design consists of the

following parts: on-chip test generator, on-chip response analyzer and the control logic. This report will

focus on the test generation part of BIST for RAM. Because of the high costs incurred by off-line testers as

memories become larg-r, BIST has become a necessity [3].

In the next section, we will look at issues related to RAM testing, such as fault modeling. In Section

3, BIST for RAM will be discussed in detail, and the BIST design in VTST will be evaluated. Section 4

concludes the report.
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2. Prelinijuary Researchi ou Various Issues of RAM Testing

In this section, we will introduce the fault models used in testing RAM and present some preliminary

research efforts in testing RAM.

A. Fault modeling in RAM

The important fault models for testing RtAM include stuck-at fault, transition fault, coupling fault,

pattern-sensitive fault, decoder fault and read/write logic fault[3]. A memory cell is said to be stuck-at-I

(stuck-at-0) if its content is always logic 1 (0) no matter what is written into it. A memory cell is said to

have a transition fault if the content of the cell fails to transit from 0 to 1 (1 to 0) when an 1 (0) is written

into it. A pair of memory cells is said to be coupled if a transition in one of the cells changes the contents of

the other cell from 0 to I or from I to 0. A imiemory cell is said to have a pattern-sensitive fault if its content

is changed by a pattern of 0's and l's or various transitions in a group of other memory cells. A decoder (or

read/write) fault is a fault that occurs in the decoder (or read/write) circuit (outside the memory array). It

has been shown that most decoder faults and read/write logic faults canl be mapped to faults in the memory

array [3].

B. Test algorithms and fault coverage

Deterministic testing of RAM has a long history and many algorithms exist, such as Marching Test, for

generating the test vectors [3]. Each individual algorithm covers certain types of faults and the test length

varies. For example, Marching Test has a test length of O(N), where N is the total number of cells in the

iiemory array. And it detects all the stuck-at faults and some coupling faults.

We studied the possibility of implementing one of these algorithms in VTST and decided that it is not

feasible. The reason is that in order to implement an algorithm in BIST, a sequential circuit has to be

designed to generate test vectors. If the s;ie of the memory array changes, the design of the sequential

circuit also has to be changed. This is impractical for use in a synthesis tool like VTST.

C. Parallel testing

In order to speed up the testing of memories, parallel testing has been proposed and implemented by

some researchers [4]-[6]. The basic idea is that if a large memory array can be divided into many subarrays
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and these subarrays are independent of each other, then these subarrays can be tested in parallel. So if the

RAM chip internal structure is known, parallel testing can be applied to independent subarrays. But most

of the tune, the internal structure of a RAM chip is unknown to the users. Hence in VTST, we can not take

advantage of parallel testing to shorten the testing tine.

D. Other techniques

There are also other techniques that can be used to enhance the RAM testing. For example, using

crror-correcting code (ECC), self-checking can be done. If the data in a memory array can be encoded with

ECC, then by checking the data read from the array, the faults in the data can be detected and corrected

automaticly. This implies that we can save the time and hence the cost used for generating tests. Since this

technique requires extra hardware overhead besides the overhead introduced by BIST, it is not yet adopted

ii VTST. But it can be an approach to reduce the RAM testing time in the future,

Another possible application of ECC in RAM testing is that it can detect transient fa-ilts. A transient

fault is a fault that occurs temporarily and is harder to be detected than permanent faults, ke those defined

iii A. By using ECC, whenever the transient fault occurs, it can be detected and corrected.

3. BIST of RAM

In this section, we will look at the BIST technique used in VTST.

3.1 Pseudorandom test generation

Pseudorandom testing is applying test vectors which have many random characteristics but which are

generated deterministically and, therefore, repeatable. A Linear Feedback Shift Register (LFSR) is used to

generate the pseudorandom test vectors. Figure 2 shows an example of an n-stage LFSR. The outputs of the

LFSR are Qi, where i = [0,1 ... ci is a binary constant. When ci = 1, a connection exits. When ci = 0,

no connection exists.

Every LFSR has a characteristic polynomial associated with it. This characteristic polynomial determines

the feedback connections, and consequently the period of the vector sequences. An n-stage LFSR which

produces a maximum-length sequence has a period of 2n - 1.
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Figure 2: An n-stage LFSR
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Since the test vectors are generated randomly, the actual fault coverage is not known unless fault sim-

ulation is done. Fault coverage is a quantitative measure used to determine the quality of a test set. It is

deflined as the ratio of faults detected by the test set to the total number of simulated faults in the circuit.

'lIte sinilatioan and tlherefore the testing cani be stopped whenever the desired fault coverage is reached.

3.2 Fault coverage and test length

When testing RAM using an LFSR, the address is randomly generated. ' random data is written to

or read from a word at that address. First, some notations should be introd( Assume the memory array

under test has 2"' words. They define the probability of different operations:

Pd: data line has logic value 1

P,: address line has logic value I

P,: control line has logic value I - write

I - pc: control line has logic value 0 - read

r: selecting one address with h l's and m - It O's

r = P h(l p.),n-h

P1 = Pdper -- write I to an arbitrary bit

po = (I - pd)pcr - write 0 to an arbitrary bit

p, = ( 1 - p,)r read from the selected address

Note that r = pi + P0 + Pr since after an address is selected, one of the three operations has to happen at

this address. Next we will look at using a Markov chain to model the testing processes and obtaining the

test length for a required fault coverage.

A. Nlarkov chain

1) stuck-at fault

The Markov chain for stuck-at-0 fault is shown in Figure 3 (2]. So is the state when the cell should have

logic value 0, S, is the state when the cell should have logic value 1, and 52 is the state when the fault is

detected. The probability of reaching state S2 is the probability that the fault is detected. Hlence the test

length is the solution t of the equation S2 (1) = 1 - eth, where eth is the desired escape probability. The
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initial state probabilities are S0 (O) = I - io, S1 (O) = iO, S2(0) = 0, where io is the probability that the cell

is initialized to 1. From the Markov chain and using the conditional probabilities, one can get the difference

equations describing the transitions between states and the upper bound for test length [2]:

So(t) = (1 - p )So(t - 1) + poSj(t - 1)

SIM =IpISo(t - 0) + (1 -Po -p,)Si(t - 1)

-52(t) = prS(t - 1) + S2(t - 1)

By using Z-transform, one can obtain S 2(A) and hence the test length:

III( ____lae ]7 ( T -t+ ,-tl v)io)

%%-here a is a constant depenlding on the the size of the RAM chip.

Similarly, one can derive the test length for stuck-at-I fault, T1 [2].

2) transition fault

The same Markov chain can be used for transition fault detection as for stuck at fault. And the required

test length can be derived similarly. For example, if there is a 0 to I transition fault (which means that this

transition can not occur), then the test length is the solution of the equation S2 (t) * So(t - 2) = I - eth.

3) coupling fault

Let us look at the Markov chain for detecting one of the possible coupling faults. The others can be

treated similarly. Figure 4 shows the Markov chain for detecting the following coupling fault: a 0 to 1

transition in cell j causes a change of value in cell i.

in Figure 4, S0 ,, is the state when cell j has logic 0, cell i can be 0 or 1. SOj, is the state when cell j has

logic 0, cell i's value has been changed because of the coupling fault. And SI,, is the state when cell j has

logic 1, cell i can be 0 or 1. S1 ,, is the state when cell j has logic 1, cell i's value has been changed because

of the coupling fault. S2 is the state when the fault is detected. Note that pi = pcr = Pi + p0, which is the

probability that cell i is being written into. Similar to stuck-at fault detecting, we can obtain the difference
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equations for the transitions between states:

S.)= (I - pl )So,(t - 1) + pOSI ,(t - 1) + pSO,'(t - 1)

S 1 ,(t) = (1 - o)SI,(t - 1) + piSoi'(t - 1) + pSii,(t - 1)

So,j,(t) = (1 - r - p 1)So,j,(t - 1) + poSi,(t - 1)

Si~i,() = pi)So,.(t - 1) + (I - r - po)SI,j(i - 1)

S2(t) = pr)So,i,(l - 1) + prSt,e,(t - 1) + S 2(t - 1)

Using Z-transforin we can get the expression for S 2 and then set S 2 (t) = 1 - eth to obtain the test length.

D. Comparison with deterministic testing algorithms:

Now let us compare the test lengths of different approaches. Deterministic algorithms such as Marching

lest require test length of order iV, which is the number of total cells. Pseudorandom testing, on the other

hand, requires a test length (e.g. TOi) nearly linear to the number of words W in the memory array. It can be

shown that T 0 and T" are less than the test length in deterministic algorithms. Yet note that a deterministic

algorithm often covers more than just stuck-at faults. Another comparison can be made with a commercial

algorithm (LSI Logic). That algorithm covers stuck-at fault as well as decoder fault. Its required test length

is T = 8W log 2 (VW) + 40W. And it can be shown to be also greater than To and Ti.

C. Simulation limitation

As noted before, when pseudorandom testing is used, fault simulation needs to be done in order to de-

ternmine the exact fault coverage. T'lie test lengths obtained using Markov chains are upper bounds, not the

exact test lengths needed to obtain certain fault coverage. If fault simulation can be done, the actual test

lengths can be much smaller than the upper bounds. But at present, there is no RAM simulator available.

Hence a RAM simulation tool needs to be developed in order to reduce the test lengths in VTST. Note that

the simulation needs to be implenmented at the transistor level since the pass transistors in the memory. cell

can not be modeled at the gate level.
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4. Conclusions

BIIST for testing regular structures such as RAM has been shown to be feasible and necessary as the size

of the :iemory chips keeps growing. In VTST, pseudorandom test generation is adopted for the BIST. It

was shown that this approach can reduce the test lcngth comparcd with other BIST structures for RAM.

Future work and improvements include evaluating test length for detecting other types of faults besides

stuck-at, transition and coupling faults. Also, techniques such as error-correcting code, self-diagnosis and

self-reparing may also be incorporated into VTST to further reduce the test time and cost.
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TEMPERATURE-DEPENDENCE OF THE INTERSUBBAND
ENERGIES AND OPTICAL ABSORPTION SPECTRUM

OF MODULATION-DOPED QUANTUM WELLS

Godfrey Gumbs
Professor

Department of Physics
Hunter College of the City University of New York

Abstract

Infrared absorption experiments on Si-doped GaAs/AIGaAs multiple quantum wells have shown
that the peak positions of the intersubband transitions are not just associated with the spacing between
the conduction subbands, which only include the Hartree interaction. Numerical calculations of the
quasiparticle energies show that the depolarization and exchange interactions are large and have the
effect of making the transition energy between the two lowest conduction subbands decrease as the
temperature increases, for a fixed electron density. This feature is quite similar to the shift in the
infrared absorption peak position (a "blueshift" as the temperature is decreased). Our calculations also
reveal a striking non-monatonic dependence of the blueshift of the intersubband transition energies due
to the the exchange interaction as a function of the dopant density. So far, experiments have not been
performed on a sufficiently large number of samples for our calculations to be compared in detail with
experiment. However, the limited experimental data available seem to indicate that there is a nonlinear
variation of the blueshift of the peak position of the absorption spectrum as a function of density.
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TEMPERATURE-DEPENDENCE OF THE INTERSUBBAND
ENERGIES AND OPTICAL ABSORPTION SPECTRUM

OF MODULATION-DOPED QUANTUM WELLS

Godfrey Gumbs

1. INTRODUCTION

There is considerable interest in the optical absorption for electron transitions between the conduction
subbands in multiple quantum wells of GaAs in AlGaAs. 1- 6 Further work on the optical properties of
these systems will undoubtedly continue because of their possible use as optoelectronic devices such
as photodetectors, photomodulators and lasers. Early work on intersubband transitions in Si inversion
layers (for a review, see Ref. 7) showed that exchange and correlation effects play a nontrivial part on
the subband structure of confined electronic systems. Bandara et al.' explicitly calculated the exchange
correction to the Hartree term for electrons in a quantum well where the lowest subband is occupied as
a result of delta doping in the well. However, the work of Ref. 8 was restricted to zero temperature. The
purpose of this paper is to examine the role played by many-body effects on the temperature dependence
of the intersubband transition energies for electrons in a quantum well. The many-body effects are
temperature dependent since the effective Coulomb interaction between electrons depends on the thermal
population of the levels. We are interested in this problem because of recent experimental work which
shows an interesting blueshift in the peak position of the absorption spectrum when the temperature
is reduced from 298 K to 5 K.' So far, all intuitive attempts to model the temperature-dependence
of the absorption peak positions have shown an increase in the transition energy as the temperature is
increased, contrary to experimental data.' The reason for this failure is an inadequate treatment of the
many-body effects. We have examined the role played by the Hartree and exchange interactions to first
order in the Coulomb interaction and our results show features similar to the temperature dependence
of the intersubband transition energies observed experimentally for modulation-doped quantum wells.

In optical experiments such as infrared absorption, intersubband transitions, associated with the
dipole absorption, will be produced. The Hartree and exchange interactions play an an important role
in determining the absorption spectra, such as the variation of the peak positions with the dopant
density and the temperature. In the present work, we calculate the excitation energies for intersubband
transitions. For this, we determine the quasiparticle energies and, for completeness, present analytical
results for the absorption coefficient since the lineshape yields additional information concerning the
many-body effects.

II. QUASIPARTICLE ENERGY SPECTRUM

Our method of calculation of the self-energy in the particle-hole Green's function is based on the
dielectric response function formalism of Martin and Schwinger. 9 The general formulation is now pre-
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sented. We expand the Green's function in terms of a complete set of states Ok.. which satisfy the

Schrodinger and Poisson equations simultaneously. That is,

G (r, r'; w) = E Ok,n(r)0k • (r') Gk.(,) (1)
k~n

Ok,.(r) = AI..eik '(.(z) (2)

A1/
2

where k and p are two-dimensional (2D) vectors, A is the sample area and the confinement of an

electron in the z direction within the quantum well leads to discrete energy levels which in the parabolic

approximation are Ek,. = E. + h2 k2 /2m,. The envelope function (,,(z) and the subband edge E. are

self-consistently determined by the Schrodinger equation

h dz 1 -d + Vb(Z) + VH(z) (n(z) V()+)(3)
2 dzm(z) dz

and Poisson's equation

d (z)±VH(z) = 4 we2 No ( Z _ 17 T 1.(Z) 12 In (I + e(uE)kT(4)

In this notation, Ms is the chemical potential and EFn = h2 (2rn2D)/2m, where mý is the effective mass

of an electron in the nth subband with

Here, the mismatch of the electron effective mass in the z direction is given by m(z) and the variable

background dielectric constant is accounted for through e(z). The bare confining potential Vb(z) is taken

as zero inside the well and 0.81z eV outside where z is the mole fraction of Al in GaAs/AIGal-,As

quantum wells. In Eq. (4), No+(z) is the doping concentration and the integrated total charge on the

right-hand side of Eq. (4) is zero by charge neutrality. For a given temperature, the Fermi energy is

determined iteratively from the charge neutrality condition. We make the standard assumption that all

the donors are ionized even at low temperatures.

The poles of the Green's function expansion coefficients Gk,.(w) in Eq. (1) are obtained from Dyson's

equation. The quasiparticle energies correspond to the solutions of

ak,n = ±kn + -k,.(wk,.) (6)

where hw() = kn - / and the self-energy is given byk,. i dkq,
Ek,n(w) = i d-ei'+E • k-,ti =fJ if rT (2ir) 2 Gkq,n,('

x 00 dz 00 dz' .n(-.z')dCZ)d12,(z')V-5(z,z';q,w-w') (7)
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Therefore, many-body and temperature effects contribute to the self-energy through Eq. (7) in conjunc-
tion with the equation for the screened potential which is given by

V,"s( ,'q,•)= d," •- (Z', ": q, ). b (Z ,'q) ,(8)

where the Coulomb interaction is Vb(:, :'; q) = 27re 2 exp(-qlz - z'i)/cq, with c. = 47rco•b for a back-
ground dielectric constant Cb within the quantum well. In self-consistent-field theory, the inverse dielectric
function is a solution of the integral equation

-I (:1,- 2 ;q,w)=6(: -l2)+Jdz 3jd .4vbi .,)xo ( 3,z4;q,w)c-(z4,z2;q,w). (9)

Therefore, screening involves polarization effects which are described in terms of the density-density
response function. If exciton binding within an electron-hole pair plays a role, vertex corrections to the
polarization function must be included. In the ladder approximation. we have'0

X ( 1, 2;q )R ,., ,(q , w ý. ( zi )(.,( .2)K . ,( Z2 K W,•( :t , (10 )

where

RO),(q~w) 2! d2 k fO(ck,n) - fO(kqn)(,)
Rn,(qn )=I (2ir) 2 hw +E k.. - fk-q. F, + 'It

Here, -y is a parameter due to impurity and phonon scattering, fo(c) is the Fermi distribution function,

=, k + JL_2PV"(k - p) f ((p,n) - fA (p-q,n.) r, (p,q;w) (12)
(2,k)2 =- w + (p,n - p.qn' + i, +

and Vlx(k) is the static-screened exciton interaction whose screening length depends on the density-of-
states of the electron gas.

The contributions from the many-body and temperature effects to the quasiparticle energies are more
clearly identified if closed-form analytic results for the self-energy are obtained. In order to simplify our
calculations, we replace the Green's function in Eq. (7) by a single-particle one (i.e., the Hartree-Fock
approximation). By setting c-l(z - z': q,w) = 6(z - z'), we neglect the screening effects which are given
by the second term in Eq. (9). Consequently, we obtain the following approximation for the exchange
part of the self-energy

hrexch '• /d'q !0' 00
,k,n =27)2 dz dz'(n (z)(n, (z)(. (z')(., (z')

f d . f( 0

21re 2  /

x -- e-qlz-+lf0( k-qn') (13)

which is a generalization of the result of Bandara et al.s to finite temperature for the correction to the

Hartree energy (k. in Eq. (6). Since S,,ch is independent of frequency, the quasiparticle energy is given

by a closed-form analytic result.
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We have solved Eq. (9) for c-(:,z',q,w) when the Coulomb potential is included and obtained the

following analytic result

-'(-, z 2 ;q,w)_6(z,-z 2) ,Rn(q,w)Wnn. (zj, q}knn,(:2;q,.) (14)
nnfl

where

wn.,(z1;q) =- 1- dZ 3 b(ZZ3;q) 3)('(Z3). (15)

Our calculations show that K,•,•, in Eq. (14) is the solution of a linear matrix equation which we write

as

Z 6mn~min,, - R'O),(q, W)u~m m~nn (q)] Kn,1'(--; q,)= m)m() (16)
n,n'

where
urmm,:nn,(q) 1 W dz J-W0dz' (- (Z)(,m, (Z)Vb(Z, Z'; q)(n(Z')Xn,(Z') .(17)

Equations (13) through (17), along with Eqs. (7) and (8), give the quasiparticle energies with exchange
and correlation effects included. However, in this paper, we restrict our numerical calculations to the
Hartree and exchange contributions to the quasiparticle energies as a first step in our determination of
the role played by the Coulomb interaction on the thermal variation of the quasiparticle energies. We
now make use of the results we have derived so far to formulate the absorption coefficient.

IIL OPTICAL ABSORPTION FOR QUANTUM WELLS

When the electron gas with a positive jellium background is perturbed by an external electric field,
the density distribution of the electrons will oscillate with a normal mode frequency. The resulting density

fluctuation will induce an effective dynamic dipole in the system. Since the wavelength of the incident
light is much larger than the size of the sample being measured, we assume that the perpendicular electric
field (along the z direction) is uniform within the sample. The coupling of the dipole to the external
electric field gives rise to energy absorption which is represented by the absorption coefficient

/3(w) = 1/2 Wolhn ct(w) , (18)
Cb ccoL 2ý

where L, is the width of the quantum well and the polarizability a(w) of the electron gas is given by

ck(w) = -e2 E Z.,,, Xn,.,(,) [Z"'., + U'.,,(w)] . (19)
n<nTI

In Eq (19), we have introduced an irreducible polarizability function defined by

Xn,.,(W) = R.,n,(o, W) + R W) (20)
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where R,,,1 (O,w) is obtained from Eq. (11) by replacing the Hartree energies ek. with the quasiparticle
energies including exchange. Also. the dipole transition matrix is defined by

Z = J d: = fO) . (21'

Furthermore, the Coulomb interaction matrix U.,.,(w) is determined from the following set of linear
self-consistent equations

U.,.'(W) = • Xn.n,(w)An.,;,m,., [Z.,., + Un, . , (W)J , (22)
"n < n'

where, in this notation, we have

An,n.;r,M' = 27re 2  0 .d- dz' (.(z)c (Z)I-Z - Z'1 (m(Z')(.,,(')• (23)

From these general results for the absorption. we now obtain a closed form analytic result for a special
case which is for a two-level system when the incident light satisfies the resonance condition. Let us
consider the transition between the topmost occupied state ('0') and the lowest unoccupied state ('I')
and assume that the level separation is large so that the coupling between different transitions can be
ignored. In this case, we are left with a simple two-level model. A straightforward calculation shows that
Eq. (19) gives

cr(w) = -e 2 Z°•,1 II Xoo(w) . (24)

In the denominator of Eq. (24), the depolarization shift from screening and the vertex correction are
included in the irreducible polarizability through the ladder approximation. It is clear that there is
temperature dependence in the depolarization shift as well as in the vertex correction. The peak positions
in Im a(w) correspond to resonant absorption. If we neglect the vertex correction to the polarizability
in Eq. (11), assume the temperature is zero and that the effective mass is the same for each of the two
subbands, we obtain from Eq. (24)

Im (w) = F(w) (5
IM C( 2 2 - E2o0 ) 2 (h 2 2 - E?. - 2 - ---------- (25)

(h -E, W2 2 2n2wAO,i;o,iEi,o)" + B(w)

where the folowing notation has been introduced

F(w) = 4e 2Zto2., hEbon2D, [(h(2w2 - E2.,)2 + 2-72 (h 2w 2 + Eo)] , (26)

and
B(,) = 4f2 [(h2,2 - E2,0 ) 2 (h 2W2 + E2.0 + n2,Ao.i;o,iEo,o)

-2n2DAo,lo., Ei,o (h,2,2 + El.0) (h•,, - E2,, ,, 2DAo,;o0,El,0)] . (27)

In Eqs. (25) - (27), El,o = Ei - Eo is the difference of the subband edges. If we further assume that
9Y, n2DAo.;o,.lElo < - E1,o1 and ht ; Ejo, we obtain from Eq. (25)

Im o(w) = fi,o 61'28
('hW2 - E2 0 - 2n 2 DAl,o;i,oElo) + 4 6 ,o
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where the spectrum broaur.,ng is
61,o = vr/2Ei.o-, (29)

and the spectrum amplitude is
4e 2Z2.lEi~~lio0 = v2 0 2 D (30)

Equation (28) is similar to that in Ref. 7. The peak position hwP = E1.0V/T _+T),0 in the absorption
spectrum is displaced from the subband energy separation E1.0 due to depolarization effects, where
rhio = 2n2DAI,o;i,o/E 1 ,0 . The peak position varies with temperature and dopant density in a similar way
as the intersubband separation but they differ quantitatively due to depolarization and vertex corrections.

IV. NUMERICAL RESULTS AND DISCUSSION

We have calculated the quasiparticle energies by first solving the Schrodinger-Poisson combination
in Eqs. (3) and (4) and then adding its contribution due to exchange in Eq. (7). The energy eigenvalues
were calculated self-consistently when all subbands are included thereby taking into account the coupling
between the ground and all the excited subbands. Figure I shows plots for intersubband transitions
between the two lowest subbands at the r point as a function of the dopant density Nd; for comparison,
we present results at T = 5 K and T = 298 K. The separation between the two curves in Fig. I has an
interesting variation as a function of Nd. This "shift" in the transition energy is plotted in Fig. 2. Some
light is shed on this nonmonatonic variation by examining the Hartree and exchange contributions to
the total energy separately. Our numerical calculations show that when the single-particle energy of the
ground subband is plotted as a function of Nd, the curve for T = 5 K is very close to the curve for 298 K
in the limit of low dopant concentration (Nd - 1011 cm- 3 ). However, as Nd increases, the separation
between these curves increases with the curve for T = 5 K always above the curve for T = 298 K.
The same situation applies for the first excited subband. However. the curves for the exchange energies
of the ground and first excited subbands show competing behaviors as functions of Nd. The T = 5 K
and the T = 298 K curves for the exchange energies of the ground subband are separated by about
10 meV in the limit of low density (Nd • 10"' cm- 3 ). As Nd increases, the exchange energies for the
ground subband at these two temperatures decrease at different rates so that they are almost equal at
Nd ;t 5 x 1018 cMr-3. For this range of values of Nd, the T = 5 K curve for the ground subband always lies
below the T = 298 K curve. The exchange energy curve for the first excited subband at 298 K is slightly
above the corresponding curve at T = 5 K at low densities. However, as Nd increases the exchange
energy at T = 5 K does not decrease as rapidly as it does at 298 K so that the two curves cross and
their separation increases with Nd. Therefore, when the Hartree and exchange energies are combined, the
shift in the transition energy would partly be determined by the dominant behavior of either subband
over a range of densities. In Fig. 3, the transition energy between the ground subband and the first
excited state is plotted as a function of temperature for wavevector q = 0 and Nd = 4.3 x 10"T. This
reduction in the transition energy as the temperature increases is similar in nature to the experimental
results obtained from infrared absorption for GaAs/AIGaAs doped quantum wells.5 This is the first
theoretical work to reproduce this temperature dependence. It is clear that exchange and depolarization
effects play an important role in this thermal behavior since the Hartree energy is almost independent
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of temperature.

V. CONCLUDING REMARKS AND SUMMARY

In this paper, we have presented a formulation for calculating the quasiparticle energies for modulation
doped quantum wells. These quasiparticle energies are a first step in determining the peak positions in the
optical absorption coefficient of modulation doped quantum wells. A first-principles many-body formalism
shows that the exchange energy must be included to simulate the variation of the conduction subband
energy with the dopant density and the temperature. Our calculations show that the intersubband energy
is "blueshifted" with a reduction in temperature. As far as we know, this is the first calculation which
shows a temperature variation that is similar to the infrared absorption experiments for the conduction
bands in modulation-doped GaAs/AlGaAs quantum wells over the temperature range from 5 K to
298 K.5 All previous attempts to model the temperature-dependence of the absorption peak positions
have shown an increase in energy as the temperature is increased, contrary to the experimental data. 5

The reason for this failure is an inadequate treatment of the many-body effects. We have examined the
role played by the Hartree and exchange interactions to first order in the Coulomb interaction.

The Hartree potential of the Coulomb interaction was obtained by solving Poisson's equation self-
consistently with the Schrblinger equation. This procedure gives the conduction band edges as well as the
envelope function describing the confinement of an electron within the quantum well. The approximation
we used for the conduction band dispersion was the parabolic approximation (k.. = E, + h2k2/2m•,.
Nonparabolicity in the z direction would shift down the intersubband transition energies but should not
change the qualitative nature of our results.
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computer programs for the research reported here. This work was supported in part by the Summer
Faculty Program of the Air Force Office of Scientific Research.
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Figure Captions

Fig. I. Calculated transition energies between the two lowest conduction subbands at the Ir point as a
function of the dopant density NVd; for comparison, we present results at T = 5 K and T = 298 K.
These calculations include the Hartree and exchange interactions.

Fig. 2. The transition energies between the ground and first excited subbands are calculated at T = 5 K
and T = 298 K. The "difference" between these two transition energies, shown in Fig. 1, is plotted
as a function of dopant density.

Fig. 3. The transition energy between the ground subband and the first excited state is plotted as a
function of temperature. Here, q = 0 and Nd = 4.3 x 1017.
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Abstract

An analytical model which can be used to predict the thermal as well as

electronic behavior of the multiple emitter heterojunction bipolar transistor

(HBT) is presented. The model is developed from the knowledge of device make-up

(doping concentrations, layer thicknesses, etc.), and relevant physics such as

the effects of graded heterojunction, self-heating, thermal coupling, and ballast

emitter resistance are included in a unified manner. Thermal runaway, or current

crush, phenomenon observed in the multi-finger HBT at high current level has been

successfully described. Experimental evidences obtained from a 6-finger and 4-

finger HBTs are included in support of the model. We found that the current

crush phenomenon is caused by the uneven increase of the base and collector

currents at elevated temperatures due to the thermal effect.
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AN ANALYTICAL MODEL FOR AlGaAs/GaAs MULTI-EMITTER FINGER HBT

INCLUDING SELF-HEATING AND THERMAL COUPLING EFFECTS

J. J. Liou

1. INTRODUCTION

The advance of AlGaAs/GaAs heterojunction bipolar transistor (HBT)

technology in recent years has made high output power possible and practical.

The HBT's very high current handling capability and the very poor thermal

conductivity of GaAs, however, often lead to significant self-heating effect

which confines the HBT performance considerably below its electronic limitation

[1]. For modern microwave HBTs, a multiple emitter finger structure has

frequently been used, in which several HBT emitters, each with its own HBT

operation, are arranged in parallel to each other with proper spacing [2]. Such

a structure can reduce the HBT signal propagation delay time. In addition, it

allows less current to be carried and thus less heat power to be generated in

each HBT unit cell, thus making the self-heating effect less prominent compared

to its single-emitter finger counterpart. Recently, a 12.5 W cw (power density

of 1.74 mW/pm2 of emitter area) monolithic amplifier constructed using 12-finger

HBTs was demonstrated at 10 GHz (3].

While the multi-finger HBT offers higher output: power density, it is more

susceptible to a thermally limited phenomenon called thermal runaway, or current

crush [4]. When the base current is fixed and is relatively large, the collector

current decreases sharply (current crush) as the collector-emitter voltage is

increased beyond a critical value. This phenomenon results from the combination

of self-heating in the unit emitter finger and thermal coupling among the

neighboring fingers. A common remedy to this problem is to use large resistors

(ballast resistors) at the emitter and/or base contacts [5]. Such a resistance

gives rise to a large voltage drop at the contact and thus reduce the voltage

drop across the emitter-base junction. This in turn decreases the current

density and the heat generated in each unit HBT. Evidently, this approach limits

the output power density, not by thermal, but by electronics means. It can also
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degrades the HBT high frequency performance due to the extra delay time through

the ballast resistance.

Despite the fact that the multi-finger HBT has become increasingly

important and popular in high-power microwave applications, efforts on analytical

modeling such a device have been limited in the past. This is due in part to the

complicated nature of the negative feedback of the thermal effect on the HBT

current-voltage characteristics. The problem is further compounded by the

thermal coupling between the neighboring emitter fingers when a multi-finger

structure is considered. A few numerical models have been reported in the

literature [4,6-7]. For example, solving the three-dimensional heat transfer

equation, Gao et al. (6] studied the temperature in each emitter finger as a

function of the emitter spacing, the number of the fingers, and the geometry of

the substrate. Their results, however, are not directly suited for HBT design

because the heat power on each finger, which is related to the current and

applied voltage, was treated as an independent input parameter. Recently, an

analytic2. HBT model including the self-heating effect was derived from the

knowledge of HBT make-up [8], but it is only applicable for the single-finger

HBT. Furthermore, the model employs the drift-diffusion theory for the charge

transport in the HBT, an approximation valid only for HBTs having an ideal graded

heterojunction [9].

This paper develops a physics-based and analytical model capable of

predicting the multi-finger HBT current-voltage characteristics. Relevant

physics such as the effects of self-heating, thermal coupling between fingers,

ballast emitter resistance will be accounted for in a unified manner. In

addition, the model accounts for the thermionic and tunneling mechanisms at the

hetero-interface and is applicable for HBTs having a nonideal graded

heterojunction.

2. ISOTHERMAL HBT MODEL

We develop an isothermal model for a graded HBT. Because the conduction

band discontinuity (or spike) in an abrupt HBT can hinder the free-carrier
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transport from the emitter to base, a graded layer inserted between the emitter

and base is often used to improve the free-carrier injection efficiency [10-11].

Such a layer, normally having a thickness between 100 and 300 A, can effectively

remove the spike and thus make the thermionic and tunneling mechanisms at the

hetero-interface less important.

Following the thermionic-field-dif fusion approach developed by Grinberg et

al. [12], the electron current density Jn across the hetero-interface (located

at x - -W.) is the difference between two opposing fluxes

J.(-Wg) - qv.y(n(-Wg-) - n(-W,÷)] (1)

where vn is the electron thermal velocity, y is the tunneling coefficient [12],

and n is the electron concentration. It should be mentioned that the value of

y depends strongly on the conduction band barrier potentials V81 and VgC. In (1)

n(-Wg-) = Nzexp(-Val/VT) and nh(-W,+) = n(X 2 )exp[(VB2 + VBqc)/VT] (2)

where N. is the emitter doping density and VT is the thermal voltage. The

parameter n(X 2) can be solved using the relation:

Jn(-Wg) = Js + J 8R + Jn(X 2 ) (3)

where Js is recombination current density in the space-charge layer associated

with the base layer (x - 0 and x = X2) and Jca• is the recombination current

density in the graded layer (the models for Js and Js will be developed in

the later), and J,(X2) is the diffusion-only current in the quasi-neutral base

(QNB). For a very thin base,

J.(X2 ) = Jc = qDnn(X 2 )/(W. + &WB + Dn/vat) (4)

where Jc is the collector current density, Dn is the electron diffusion
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coefficient in the QNB, WS = X3 - X2 is the QNB thickness, &W. is the current-

induced base pushout (13], and v.., (_ 10? cm/sec) is the saturation drift

velocity caused by the high field in the base-collector junction.

Combining (1)-(4) and solving for n(X 2), we obtain

n(X 2 ) = fqv.yNEexp(-Vfl/VT}) - - Jsc]/R (5)

where 1 = qD./(W5 + &W9 + D,/v,,t) + qv.yexp[(V. 2 + Vgc)/VT]. Thus J¢ can be

calculated from (4) after n(X 2 ) is found from (5).

The components of the base current density JB of the HBT include 1)

injection of hole current density JR from the base to emitter; 2) electron-hole

recombination current density JR in the quasi-neutral base; 3) electron-hole

recombination current density Jscr in the emitter-base space-charge layer; and

4) electron-hole recombination current density Js at the emitter and base

surfaces. This injection of hole current density can be modeled using the

conventional diffusion-current only approximation (14]:

JR = qDPNsexp[-(V3 1 + VB2 + VNV)/VT]/WE (6)

where DP is the hole diffusion coefficient in the emitter and Wz = XE - X, is the

thickness of the quasi-neutral emitter. The recombination current density in the

quasi-neutral base is (14]

JR = Jn(X 2 )(I - a) (7)

where a is the base transport factor. The recombination current density Jsc in

the space-charge layer consists of three recombination current densities occurred

in the emitter-side of the space-charge layer (Jsc), in the graded layer (JSCRG),

and in the base-side of the space-charge layer (Jsc). Thus

JSCR JSCR + JSCRG + JS
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-wg x2

_W q J ~ ~S RHiE dx + q 0 U SRH , Gdx + q fX 2 SRH,B dx (8)f _X I f-W 0

where Uo is the Shockley-Read-Hall recombination rate. The surface

recombination current density is influenced strongly by the fabrication process.

It includes electron-hole recombination taking place at the emitter side-walls

as well as at the extrinsic base surface. Empirically [15-17]

Js = J'exp(VE/nVT) (9)

Here J" and n (1 < n < 1.33 depending on the bias condition [171) are the

experimentally determined parameters that characterize the surface recombination

current.

3. HBT MODEL INCLUDING THERMAL EFFECTS

In this section, we first review briefly an analytical single-finger HBT

model including the self-heating effect developed recently [8]. The model will

then be extended to the multi-finger HBT by including thermal coupling effect.

The effect of the emitter and base resistances will also be included.

3.1 single-Finger Structure

Fig. 1 shows the two-dimensional HBT structure including the sub-collector

and substrate. Since the size of the intrinsic HBT (region directly underneath

the emitter contact) is much smaller than that of the extrinsic HBT, we assume

that the temperature in the intrinsic HBT is uniform and that the heat generated

in the intrinsic HBT is dissipated primarily through the substrate. The heat

power P, (W) generated in the HBT is

Pe = JcVcLAz (10)

where As is the emitter area and VCE = VE + VcB is the applied collector-emitter
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Fig. 1 Two-dimensional HBT device structure illustrating the effective area

through which the heat generated in the intrinsic HBT is dissipated.

13 -8



voltage. The generated heat power is related to the thermal resistance Rkh of

the substrate as

T - To (11)

where T is the HBT lattice temperature and To = 300 K is the ambient temperature.

Assume the heat is dissipated throughout the effective area Art in the substrate

with a lateral diffusion angle 0 (0 = 45 is used) (Fig. 1) and the thermal

conductivity K, is proportional to (T/T0)-b, where b = 1.22 (18].

To account for the voltage drop caused by the emitter and base resistances,

the applied base-emitter voltage VE needs to be replaced by the base-emitter

junction voltage V1,B:

VJB = Vi - r,(J. + JB) - rBJB (12)

Here r. and r. are the specific emitter and base resistances (in Q-cm2 ),

respectively.

3.2 Multi-Finger Structure

The foregoing approach can be extended to modeling the multi-finger HBT in

which several emitter fingers are arranged in parallel with proper spacing, as

shown in Fig. 2. A numerical analysis [6] solving the coupled current and heat

transfer equations for the multi-finger HBT indicates that the device performance

is affected strongly by both the self-induced thermal resistance Rth (discussed

in the previous section) and the coupled thermal resistance Rc due to the heating

from the neighboring emitter elements. Since the thermal coupling on the subject

finger due to the nearest (primary) finger is much larger than that due to the

secondary fingers, we will neglect the secondary thermal coupling effect.

To illustrate the modeling concept, let us consider a 3-finger pattern.

Due to the symmetrical geometry, the two outer fingers will have identical

thermal properties. The temperatures at the outer and center fingers are
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Fig. 2 Topology of the multi-emitter finger HBT.
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Ts - To + P.,sRth,s + P.,cR.,c (13)

Tc - To + PIAh,c + 2 P.,SRc,s (14)

where the subscripts S and C denote outer and center fingers, respectively. The

term involving Rth is the temperature rise due to self-heating in the unit HBT

and the term involving R, is the temperature rise due to thermal coupling between

the subject finger and the nearest (primary) neighboring finger(s). Note that

the center finger is subjected to two thermal couplings whereas the outer fingers

are subjected to only one thermal coupling.

The value of R, depends on the geometry of emitter fingers and the process,

including the emitter mesa etching and metalization, and is too complicated to

model physically. We suggest Rc be related to Rth through an empirical parameter

A, as Rc = AIRth. Increasing the value of A, will increase the temperature at the

center finger and, to a lesser extent, the temperature at the two outer fingers,

and subsequently increase the likelihood of current crush. For a typical HBT

under study, the emitter finger spacing is 10 pm, and A, is empirically

determined as 0.25 (A, = 0 for a single-finger HBT).

The initial value of T can be calculated from the above equations after the

initial Jc, Js, and P. are calculated under room temperature. The correct T, Jc,

and J. for each emitter finger are obtained after several iterations. Summing

Jc and J3 in each finger then yields the total Jc and JB for the multi-finger HBT.

4. RESULTS AND DISCUSSIONS

Figure 3 shows the Gummel plot calculated from the model and obtained from

measurement for a 6-finger HBT at Vcs = 0, 3 V, and 6 V. The HBT has a typical

intrinsic make-up of N1 = 5x1017 cm- 3 , Na = 8x1018 cM73 , Nc = 5x10"6 cm- 3 , emitter

layer thickness of 1000 A, base layer thickness of 1000 A, collector layer

thickness of 7000 A, a finger area of 2.5x10 Rm2 , and a ballast emitter contact

resistance of 6x10-' 2-cm2 . The extrinsic make-up of the HBT, which is needed

to calculate the thermal resistance Rlh, is Z = 25 pm, Ac = 10x25 Rm2 , and X. =
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experimental data measured at VC8 = 0.
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100 Pm. This gives a thermal resistance of about 400 k/W at room temperature.

As shown in the figure, both the collector and base currents (Ic and 1.) increase

as VcB is increased. This is due to the fact that the power generated, and

therefore the temperature, in the HBT is increased as VL (Vx = Va + VcB)

increases.

The model developed can also be used to calculate Ic versus Vz

characteristics for constant I.. The results, together with experimental data,

are given in Fig. 4. A negative slope on the Ic-Vc characteristics is observed

when the base current is large where the thermal effect becomes prominent. This

'an be attributed to the uneven increase of Ic and I. as VCB, or V,, is increased

(see Fig. 3). The increased I due to the thermal effect reduces the base-

emitter voltage V'I. required to maintain that constant base current, which

subsequently decreases the collector current.

Even with a ballast resistance, current crush can still prevail, only less

obvious and if Vc is sufficiently large. This is evidenced by the "minor crush"

at IB = 0.35 mA and Vc = 7 V shown in Fig. 4. The current crush results from

the even more asymmetrical increase in the base and collector currents at higher

base current seen in Fig. 3 (at VB = 1.45 V and VCB = 6 V). If I. is fixed, then

the voltage V'. required to maintain that IB will also decrease sharply when V•

is increased beyond a critical value, which then decreases sharply the collector

current. It is said current crush occurs. As will be shown later, the current

crush is much more apparent if the HBT does not have a ballast emitter

resistance.

We next examine the effect of the emitter contact resistance rL on the HBT

performance. Here we consider a 3-finger HBT. Fig. 5(a) shows the Gummel plot

for three different r• and VcB = 2 V. The same plot for VcB = 5 V is given in

Fig. 5(b). Clearly the increased rEC suppresses both the collector and base

currents at high VIZ. of equal importance to note is the behavior of the

collector current at large rEc and when VE is high. Let us use the results in

Fig. 5 to illustrate this point. Consider first the non-ballast rZ case (rE =

10- 0-cm2 ) and a fix I, = 1 mA. When Vcs = 2 V (or Vc - 3 V), V'I - 1.62 V and
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function of constant I, for a 6-finger HBT with ballast emitter

resistance.
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Ic - 0.12 A. As Vs is increased to 5 V (V2 - 6 V), v'. - 1.42 V, and the

corresponding Ic is about 0.06 A, which has been decreased to about 50% of its

previous value. Now let us consider the HBT with a ballast resistance (r• =

2.5xl0'6 Q-cm2 ) and fix I. at 0.3 mA. At Vc = 3 V, the corresponding Ic is 0.04

A, and at Vc - 6 V, Ic is about 0.035 A. Thus the collector current in this

case is decreased slightly, but not crushed, as VE is increased from 2 to 6 V.

Fig. 6 illustrates the current crush phenomenon in a multi-finger HBT

without the ballast emitter resistance. The device considered has 4 emitter

fingers, a finger area of 2.5x20 Wm2 , and a low emitter contact resistance (rc

- 10-" L-cm
2 ). The onset of current crush is observed at VcE - 5 V when I. is

increased beyond 2.5 mA.

5. CONCLUSION

Temperature increase due to self-heating and thermal coupling has been

known as a major factor limiting the performance of AlGaAs/GaAs multiple emitter

HBTs. An analytical model has been developed to describe the d.c behavior of

such devices. The effect of the graded heterojunction, a feature used frequently

to improve the HBT emitter injection efficiency, is also accounted for in the

model. We found that an elevated temperature in the HBT due to the thermal

effect increases the base current more quickly than the collector current. This

uneven current increase is the main mechanism contributing to current crush

phenomenon observed in high power HBTs. Our results also suggest that while

current crush can occur in all HBTs with sufficiently high current level and

applied voltage, incorporating a ballast resistance in the emitter contact can

reduce the extent of current crush.
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FIGURE CAPTIONS

Fig. I Two-dimensional HBT device structure illustrating the effective area

through which the heat generated in the intrinsic HBT is dissipated.

Fig. 2 Topology of the multi-emitter finger HBT.

Fig. 3 Base and collector currents calculated form the present model for

a 6-finger HBT at VcB = 0, 3, and 6 V. Also included are the

experimental data measured at VCB = 0.

Fig. 4 Collector current vs. collector-emitter voltage characteristics as a

function of constant I. for a 6-finger HBT with ballast emitter

resistance.

Fig. 5 Base and collector currents calculated from the present model for three

different emitter contact resistances at (a) Vc, = 2 V; and (b) VcB

= 5 V.

Fig. 6 Collector current vs. collector-emitter voltage characteristics as a

function of constant I. for a 4-finger HBT without ballast emitter

resistance.
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ABSTRACT

Coplanar transmission lines and coplanar waveguide (CPW) discontinuities have been analyzed by

the finite-difference time--domain (FDTD) method. The FDTD computational mesh is truncated by

imposing absorbing boundary conditions on the walls, thus simulating outgoing waves appropriate to an

open structure. The residual reflection from these boundaries introduces significant error in the

frequency-domain parameters derived by Fourier transformation of the time-domain voltages and

currents calculated by FDTD at appropriate reference planes. In this research, we have developed a new

computationally-efficient method called the geometry rearrangement technique (GRT) to cancel the

dominant contribution to the residual reflection from absorbing boundaries. We have applied the GRT

to compute the effective dielectric constant of coplanar lines as a function of frequency, and the

computed results have been found to be in good agreement with published data, thus indicating the

effectiveness of the GRT in canceling residual reflection from absorbing boundaries. We have developed

a computer program to calculate the S-parameters of CPW discontinuities. As a test case, we have

computed the S-parameters of a coplanar line with an air-bridge, and the results are in excellent agree-

ment with measurements reported elsewhere. We are continuing to validate our program by investiga-

tion of other CPW discontinuities such as L-bend with air-bridges and/or dielectric overlay, open-

circuited stub, etc. This research is applicable to efficient characterization of MMIC elements and

discontinuities, and high-density microwave and millimeter-wave packages, which are currently being

investigated in aerospace research. We conclude the report with a summary of potential

aerospace-related problems which can be solved with the tools developed in this research.
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GENERAL- PURPOSE ELECTROMAGNETIC MODELING

OF COPLANAR WAVEGUIDE STRUCTURES IN

MICROWAVE AND MILLIMETER-WAVE PACKAGES

Krishna Naiahadham

I. INTRODUCTION

A wide variety of transmission lines, discontinuities and components are employed in both microwave

and high--speco digital circuits to accomplish various design objectives. These structures employ

microstrip, coplanar waveguide (CPW), coplanar slotline, or a similar environment to support signal

propagation, and are not amenable to characterization over a wide range of frequency, geometrical and

physical parameters by simple quasi-static methods [1]-{3] or canonical measurements [4]. Therefore, the

general-purpose analysis of these transmission line structures tends to be difficult and

computer-intensive. With the high density of integrated circuits available today in both high-speed

digital circuits and microwave and millimeter-wave integrated circuits (MMICs), the electronic packaging

that encompasses these circuits has become very sophisticated and must be accurately characterized for

reliable circuit design. For example, multilayer packaging incorporates vias which connect signal lines

from one layer to another, or air bridges and wire bonds to connect the chip to a circuit component.

Because these discontinuities can introduce complicated frequency-dependent capacitive and inductive

effects, radiate energy, and excite unwanted package modes in the circuits, reliable methods of analysis

are needed to develop equivalent circuit models and general-purpose CAD tools for these discontinuities.

This report summarizes our effort to develop such tools for the analysis of CPW transmission lines and

discontinuities. The CPW configuration has received considerable atten-tion in the recent past because

of several factors which include the ease of circuit interconnection, low radiation loss, and the promising

flip-chip packaging technique [51, [6].
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A few ac urate methods have been applied to analyze coplanar waveguides and CPW discontinuities.

Knorr and Kuchler [7] determined the dispersion characteristics and characteristic impedance of CPWs

using the spectral-domain method of moments (MoM). Similar analysis by Hasnian et al. [8] yielded the

dispersion characteristics of picosecond pulses in CPWs. A full-wave analysis of CPW and slotline using

the finite difference time domain (FDTD) method has been performed by Liang et al. (9] to extend the

dispersion characteristics into the terahertz regime. The analyses of CPW discontinuities, however, have

been quite sparse in comparison with CPWs. Simons and Ponchak [10] presented for the first time

equivalent circuit models derived from measured S-parameters for open circuit, series gap, symmetric

step and right angle bend CPW discont .-.ui ties. Dib et al. [11] analyzed shielded CPW discontinuities

with air bridges using the spectral domain moment method. The air bridge, however, was not considered

as an integral part of the MoM computation in (11]. Rittweger et al. applied the FDTD method for a

full three-dimensional analysis of a CPW band-reject filter with air bridges [12]. Omar and Chow [13]

obtained the S-parameters of a CPW with air bridges using the moment method and a simplified

representation of the Green's functions in terms of complex images.

In this report, we employ the FDTD method to analyze CPWs and CPW discontinuities. A novel

technique based on transmission line analysis is used to cancel the spurious reflection from the far--end

absorbing boundary used to terminate the FDTD computational mesh. The method is illustrated by

application to CPW transmission lines with and without air bridges, and CPW right angle bends. The

FDTD method is chosen over other techniques, such as the MoM, because (a) a single time-domain

simulation provides characterization of the discontinuities from DC well into the sub-millimeter wave

frequency regime, (b) it can be readily extended to analyze multilayered package structures, and compli-

cated, yet realistic configurations such as a right angle bend compensated by a dielectric overlay in the

inner slot (10], packages lined with walls made of absorbing material, etc. Unlike the moment method,

the FDTD method does not involve cumbersome analytical preprocessing pertinent to the derivation of

Green's functions, and the solution of a system of linear equations by the inversion of a large dense

matrix.
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U. FINITE DIFFERENCE TIME DOMAIN METHOD

In this section, we summarize the salient features of the FDTD method, adopting the notation in

[14]. The propagation of the fields in the structure of interest is governed by the Maxwell's equations

8 V- - E ( 1 )

OE H
tE (2)S= -VxH )

The media are assumed to be isotropic, lossless and piecewise homogeneous. The problem is discretized

over a finite three-dimensional computational volume consisting of rectangular cubes, known as Yee unit

cells. The six field components in (1) and (2) are interleaved in space on the six faces of the unit cell

[14, Fig. 1]. Such an arrangement automatically satisfies the continuity of the tangential field

components. The spatial and time derivatives in Maxwell's equations are replaced by their central

difference approximations defined over the surface of the unit cell, resulting in a set of nodal E-fields,

and a corresponding orthogonal set of nodal H-fields. The reader is referred to (14, eqs. (3)-(8)] for the

finite difference approximations of the nodal fields derived from (1) and (2). With this scheme, the

H-field node is displaced in space from the E-field node by half space step, and is updated (in time)

one-half time step ahead of the E-field. This half--step staggering of the fields in time and space allow

for the solution of the difference equations by using an explicit, iterative, leap-frog scheme, whereby the

field at a given position and time instant is updated in an explicit manner utilizing the nearest-neighbor

fields. For modeling dielectric interfaces, the interface is assumed to pass through the center of a unit

cell, and a dielectric constant equal to the average of those of the two adjacent media is enforced at the

interface. Since the material constants can vary arbitrarily from cell to cell, the FDTD method can

conveniently analyze structures filled with arbitrarily inhomogeneous media. Conducting surfaces are

treated by setting the tangential electric field components to zero.

The computational domain must be truncated into a region which is of finite and manageable size.
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This is accomplished by introducing fictitious boundaries, where the so-called absorbing boundary

conditions (ABCs) [15], [16] are specified locally such that the reflection from these boundaries is

minimal. Thus, these boundaries simulate the condition of outgoing waves appropriate to open-region

problems. The use of ABCs makes it feasible to solve a wide variety of microwave circuit and packaging

problems using the FDTD method. For the structures considered in this report, the pulses on the

transmission lines will be assumed to be normally incident on the mesh walls (or absorbing boundaries),

so that Mur's first-order ABC can be used. We implement this ABC in difference-form as

n+I n v At- At Fn+1 n
E E + E• -E (3)

0 1 v '-+- 1 0

where E0 represents the tangential electric field component on the mesh wall, E represents the same

component one node inside of the mesh wall, v is the maximum velocity of light in the computational

volume, the superscript n is the time index, At and At are the spatial and time steps, respectively. For a

stable solution, the maximum time step is restricted by

the Courant condition [14, eq. (9)]. The side walls should be chosen far enough from the circuit in

consideration so that the fringing fields which propagate tangential to the walls have neglible amplitude

on the walls. This is especially critical for CPWs, whose transverse fields are quite spread out in phase,

and whose absorbing boundaries on the sides have a metal sheet sandwiched between media with

different propagation velocities. In Sec. III, we will address a novel method, termed as the Geometry

Rearrangement Technique (GRT), which we have developed to minimize influence of the reflection from

absorbing boundaries.

The excitation pulse used in this research has been chosen to be Gaussian in shape since its Fourier

transform is also Gaussian centered at zero frequency. This property makes it useful in the analysis of

frequency-dependent characteristics of planar transmission lines and discontinuities. The parameters of

the Gaussian pulse are chosen according to the criteria detailed in [17]. The frequency-dependent circuit

parameters are computed as described in [14].
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[U. GEOMETRY REARRANGEMENT TECHNIQUE

The FDTD computational domain is artificially terminated by absorbing boundaries in order to make

the problem size manageable. Since these boundaries are not completely transparent, the results

obtained by the FDTD method are subject to error caused by the reflection from the boundaries.

Although various methods such as superabsorption [16] have been proposed to minimize this reflection in

the time domain, the error is still large in the frequency domain, since the Fourier transform is very

sensitive to even relatively small error caused by imperfect boundaries. For example, when the FDTD

method is used to calculate the effective dielectric constant of a microstrip transmission line with the

first-order Mur boundary condition [15], we have found that the frequency-domain result shows periodic

oscillation with a peak value around 10-20% of the result predicted by an empirical dispersion formula

[18]. This large error is caused by imperfect absorbing boundaries. In this research, we have developed a

new simple method called the geometry rearrangement technique which can minimize the reflection from

the far-end absorbing boundary to a much smaller level than possible by using conventional ABCs. An

attractive feature of the GRT is that an accurate numerical result can be obtained directly from the

Fourier-transformed frequency-domain data. In this section, we will summarize the main feature of this

method. The reader is referred to [18] for more details. The improvement of the computed FDTD

results on CPWs, accomplished by using the GRT, is demonstrated in the next section. Although we

describe the method below for calculating the effective dielectric constant, we have successfully applied

CRT to compute accurately the S-parameters of planar circuit discontinuities [19].

The conventional method of calculating the effective dielectric constant with the FDTD method [17]

is by Fourier transformation of the voltage (or the electric field) at two different points on the

transmission line. With V and Vp2 denoting the transforms of voltages at the points P 1 and P 2 (see

Fig. 1), we have

e = l. (4)
Vp2
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where 7(w) = a(w) + j#3(w) (5)

2= t2 -1 (6a)

1 V P1
3(w) = y/Ang V- (6b)

Vp 2

The effective dielectric constant is given by

Ef(W 0 2 (7)

where w is the angular frequency and /A, ( 0 are the constitutive parameters of free space. We now

examine how errors caused by reflection from the absorbing boundaries influence the computed dielectric

constant. Let the reflection coefficient at the far-end boundary be r'f and that at the source-end

boundary be r . Assume that the reflection caused by side, top and bottom walls is very small compareds

to that caused by the two end walls indicated above. The voltages VpI and Vp2 would then be the

superposition of an incident wave and multiply reflected waves:

VpI = Vplin 1 + rf e-27(&)t1f 1 + rs e-27(W)11' 1I + rfe -27(w)el (I + ... ] ] ] (8)

V 2= V p~n [1 + rPf e-2 ((t 1 1+ r s e-27(d)12' + r fe -7(&)t2 (1 + .)]]] (9)

where Vplin, Vp2in are incident voltages at points Pl, P2" Eqs. (8) and (9) can be summed up in closed

form:

1 + r e-27

Vp =Vplin I - r -27(w) (10)

1 + rf e-2 7(w)e 2
Vp2  Vp2in 1 - PfP -27(w)e (11)
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where 1 + 1 1 2 + 12/" From (4), (10) and (11), we obtain:

_'(w)Ae Vplin 1 + r f e-2 7(w)tI
• p2in 1 + rf e-2(w)t2 (12)

7(w) calculated from the above equation has an error caused by rf The true value of 7(a) - 7(W)

should be calculated from

eVplin (13)e -V

Vp2in

for the transmission line without boundaries (without reflections).

2.1. Source Relocation

if 2, - in eq. (12), eq. (12) would be the same as eq. (13), which means 7(w) = 7(w). But this

cannot be realized on the single transmission line, since the two points P I and P2 coalesce into one and

At becomes zero. However, if two transmission lines with the same characteristics are used instead of

one, as in Fig. 2, we can use voltage Vp 3 at point P3 on the second transmission line to simulate the

voltage Vp 2 at point P 2 on the first transmission line. This is accomplished by moving the source in the

second line (identical tothat in the first line) by a distance At closer to the far-end boundary, so that

the distance between P3 and the source location S2 on the second line is the same as the distance

between P2 and the source location S on the first line. Eq. (12) then becomes:

-7(W)A t Vplin [1 + rf e -27(W)1 1 ] Vp iin (14)

Vp3in [1 + ref 27(e ) 3  Vp3in

since t3 - 11 and Vp 3 = Vp 2. Therefore, the result calculated from voltages at the two points P 1 , P 3

on the two transmission lines with the source simply relocated in the second, is an accurate numerical

result. It does not contain the error introduced by rf or P S. A similar result can be obtained by moving

the far-end boundary in the second line At closer to the source, keeping the source position unchanged

[18]. The latter rearrangement, called boundary relocation, would be convenient in those instances when
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the reflection from the side-walls is significantly affected by the source location, such as CPW with low

dielectric constant substrates [9].

IV. TEST RESULTS AND DISCUSSION

We first present computed results for the effective dielectric constant and characteristic impedance of

a coplanar transmission line and compare our results with [9] to validate the FDTD algorithm.

The parameters used in the comptuation are (see Fig. 3):

Dielectric constant of the substrate = 13.0
r

Width of the center strip W = 0.135 mm

Slot width S = 0.065 mm

Width of the lateral strips We = 1 mm

Thickness of the substrate h = 0.5 mm

Cell size Ax = Ay = Az = 0.0135 mm

Time step At = 0.0176 ps

Number of cells Nx x Ny x Nz = 85 x 120 x 60

Number of time steps N = 4096

The same geometry (Fig. 3) has been analyzed by using FDTD in [9]. However, instead of using the

time-consuming superabsorption boundary condition [9], we use the simple first-order Mur condition.

We use the magnetic wall symmetry around the x = 0 plane to reduce size of the computational domain.

Unlike the microstrip transmission line, the electric field distribution in the CPW is loosely bound to

the substrate over the slots. It is difficult to simulate accurate absorbing boundary conditions on the

side, top and bottom walls. Although the field of the wave traveling longitudinally along the CPW is

mainly concentrated in the slot, the fringing field spreads out laterally away from the slot [20], and does

not decay to small values near the absorbing boundary walls on the sides. To better simulate the distri-

bution of the field in the slot, the amplitude of the Gaussian pulse for the excitation field is chosen as

[20]:

14-11



SWl , Y

XO/

Fig. 3. Coplanar waveguide geometry
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E = I / Ix l <(15)

at the air-dielectric interface, and as

E =0 [I+ 2  , Ix-xol< - (16)

for a few cells above and below the air-dielectric interface over the excitation plane. In (15) and (16), C

is an arbitrary constant and x0 denotes the center of the slot (Fig. 3).

The numerical results for the CPW are shown in Figure 4. Four curves are shown - the conven-

tional Fourier transform result, the GRT result, least squares fit to the GRT result, and an empirical

result from [8]. It is observed that the maximum difference between the geometry rearrangement and the

least squares results is less than 1.5 percent. The conventional Fourier transform result oscillates around

the least squares or the geometry rearrangement result, but the difference between the conventional

Fourier transform and the least squares is more than 12 percent. The least squares fit to the GRT result

agrees reasonably well with the empirical formula. Therefore, considerable improvement in the accuracy

of the effective dielectric constant can be obtained by using the geometry rearrangement technique with a

simple absorbing boundary condition instead of the conventional FDTD implementation.

The characteristic impedance of the coplanar line depicted in Fig. 3 has been computed using FDTD,

and is displayed in Fig. 5 as a function of frequency. Excellent agreement is observed between our result

and that in [9, Fig. 6a].

Next, we consider a coplanar line with an air-bridge. The geometry is the same as that in Fig. 3,

but an air-bridge with a height of 0.0135 mi, a width of 0.027 mm, and a length of 0.189 mm, has been

positioned 0.729 mm from the z = 0 plane. The two S-parameters, S11 and $21' where port 1 is located

0.594 mm from the y = 0 plane and port 2 is located 0.675 mm from the far-end wall, have been

computed as described in [14], and compared with the measurements in [21]. The results, shown in Figs.

6 and 7, are in good agreement. No measured results are available beyond 30 GHz.
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V. SUMMARY AND CONCLUSIONS

We have applied the finite-difference time-domain technique to analyze coplanar transmission lines

and discontinuities. Unlike the microstrip geometry, the fields in CPW are spread out in space, and the

absorbing boundaries used to terminate the computational mesh need special care. Although advanced

boundary conditions such as superabsorption may be used, we have developed a simple method known

as the geometry rearrangement technique for the FDTD analysis of planar transmission lines and

discontinuities. We have determined the frequency-dependent effective dielectric constant of microstrip

lines [181 and CPW, and computed results are found to be in good agreement with those obtained from

empirical formulas and published literature. We are currently applying this method to compute the

S-parameters of passive planar components in both microstrip and CPW configurations, and are

examining how one may use th reflection coefficient estimated in the GRT to improve the FDTD result

further. In comparison with advanced boundary conditions such as superabsorption, the GRT can save

computer memory as well as computational time, and is considerably easier to implement on the

computer. Also, the GRT directly minimizes the error introduced by Fourier transform operation

without any need for curve-fitting. Our computed characteristic impedance f,)r coplanar lines also agrees

well with published data.

As a test case for CPW discontinuities, we have used our FDTD program to compute the S-param-

eters of a CPW with air-bridge. The computed results show excellent agreement with experimental data

in [21]. We are currently applying the FDTD method to analyze other CPW structures such as bends

and stubs in a multilayered structure with air-bridges and dielectric overlays on discontinuities.

VI. FUTURE WORK

The time span available on the AFOSR Summer Research Program is quite short for a compre-

hensive investigation. Given adequate resources, we wish to apply our FDTD algorithm to investigate

the following problems relevant to MMICs, high-speed digital circuits, high-density microwave and

millimeter-wave packaging:
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a) study the influence of walls lined with surface-impedance, lossy or absorbing boundaries on the

CPW characteristics and on coupling between discontinuities,

b) study the resonant behavior of packages lined with metallic walls and/or partitions - in

particular the resonant coupling, Q-factors and losses,

c) extension of our algorithm to CPW discontinuities with inclined edges, such as mitered CPW

bends,

d) develop and validate a design-base of equivalent circuits and S-parameters for CPW

discontinuities in a general multilayered environment,

e) a thorough investigation of the loss mechanism in CPWs well into the terahertz regime.
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Abstract

Understanding the response of laminated composite materials to ballistic impacts is of interest to those
responsible for designing and maintaining airplanes that must be able to withstand some level of damage. As
a first step towards understanding the process of damage development under high velocity impacts, an extensive
series of tests was conducted in order to measure transverse normal stresses, at several locations through the
thickness of the laminate, during high velocity impact. Significant damage is expected to be introduced from the
initial passage of the impact generated stress wave and the tensile reflected wave. High compressive stresses
induce shattering or shear failure near the impacted face while tensile stresses induce delaminations near the
back face. These two zones are thought to be defined in the early stages of the impact.

The objective of the present invistigation is to develop a mathematical model capable of analyzing wave
propagation through the thickness of the laminate during the early stages of the impact event in order to fully
explain what is recorded during the experiments. A one dimensional analysis is developed accounting for
nonlinear material behavior, the presence of adhesive layers where stress gages are located, and viscoelastic
effects. A finite element model is developed and the governing equations are solved used Newmark's step by
step integration. Results are presented showing that the numerical model is able to reproduce most of the
significant features of the measured signals.
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WAVE PROPAGATION DURING HIGH VELOCITY IMPACT ON
COMPOSITE MATERIALS

Serge ABRATE

Introduction

Low velocity impacts can be expected to occur during manufacturing, normal operation, or maintenance.
Tool drops or flying debris during take-off and landing of aircrafts are common examples. Ballistic impacts
resulting in complete penetration are also to be considered for military aircraft in particular. Finaly, hyper-
velocity impact in which melting and vaporization of the target occurs is considered in relation to impacts of
spacecrafts with meteorites or space debris at velocities measured in km/s. An understanding of impact damage
is needed in order to design composite structures since impacts can reasonably be expected to occur during the
life of the structure and the induced damage will significantly affect its behavior. Extensive efforts have been
directed towards understanding the low velocity impact problem and resulted in a large number of publications
which were reviewed comprehensively [1-31. In comparison, ballistic impacts have received much less attention.

This investigation is concerned with the analysis of laminated composite materials subjected to ballistic
impact. An extensive experimental r -gram was conducted at Wright Patterson Air Force Base in order to mea-
sure transverse normal stresses under the impactor at several locations through the thickness. The initial phase
of impact, in which a compressive wave travels through the thickness, is reflected at the back surface and travels
back towards the impactor, is of particular interest. During that phase, high compressive stresses are generated
near the impacted face. Subsequent tensile stresses are then generated near the back face which induce delami-
nations. Understanding the stress distribution through the thickness of the laminate during this first phase requi-
res the development of a mathematical model capable of duplicating the signals recorded during the experiments.
Such a model will further explain damage patterns observed during experiments.

In this report, the experimental results obtained prior to the present investigation will be reviewed first.
Next, a discussion of the material properties of composite materials in the through-the-thickness direction is pre-
sented in order to justify the choice of constitutive relation to be employed in a model. The development of a
finite element model for analyzing this problem is described next. Results are presented to show the ability of
the model to explain the main features of the transverse normal stress history measured during the experiments.
Suggestions for future work are also provided.

Experimental results

In this section, results of an extensive experimental study conducted prior to the currect investigation
are reviewed. In this study, impacts by a 1/2" steel ball on a 128 ply I(0/90/45/-45)16 L graphite-epoxy laminate
will be considered, but similar results are also available for impacts on laminates with different number of plies.
In order to place stress gages at different locations through the thickness (Fig. 1), the 128-ply symmetric balanced
laminate is made-up of eight 16 ply 10,90,-±-451, sublaminates that were cured separatedly. Stress gages were
placed on selected interfaces and the sublaminates were then bonded together.

Considering a particular case (Panel D7.1), in which the initial velocity of the ball is 1280 ft/s, Fig. 2-a
indicates that, after contact is made with the front face (line A in Fig. 2-a), the stress at the first gage location
remains zero until the compressive wave arrives (line B). The transverse normal stress increases until it reaches
a plateau (point C) and is followed by a second increase. Notice that compressive stresses are taken as positive
here whereas, in solid mechanics, compressive stresses are negative. This convention is often used in impact
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studies. The signal is then cut off due to saturation of the gage. At gage 3 (Fig. 2-b), the same pattern is
observed: a first pulse arrives, the amplitude reaches a plateau and then a second pulse increases the amplitude
significantly until the gage is saturated. At gage 5 (Fig. 2-c), the first pulse can clearly be seen and the second
compressive pulse is also present. However, by the time the secondary pulse arrives at the gage location, the
initial compressive pulse has reached the free surface (back face), was reflected as a tensile wave and has travell-
ed back to the gage location. Therefore, for large times, the total transverse stress at a given depth is the sum
of the primary and secondary stress wave amplitudes. This situation, with two waves travelling with different
velocities, is similar to what is observed during impact on elasto-plastic metals in which an elastic wave is follow-
ed by a plastic wave 141.

Experiments indicated that the first compressive wave travels with a wave velocity of 3108 m/s which
is approximately three times that of the second pulse. The amplitude of the first pulse is also attenuated as the
wave propagates through the thickness and reaches the various gages successively. As an incident wave reaches
an interface between two different materials, it is split into an reflected and a transmitted wave (Fig. 3). The
ratio between the amplitudes of the transmitted and the incicident waves is dependent on the material properties
at the interface (5]. It can be shown that, for differences in material properties that can be expected, the ratios
obtained are of the same order of magnitude as those measured during experiments. Here, an adhesive layer
between two 16-ply sublaminates introduces two such interfaces. If R is the attenuation introduced by one adhe-
sive layer, and the amplitude of the first pulse at gages 1, 3 and 5 are called a,, al,, ov respectively, we have o,,
/ , = R, av / a, = R3.

Material properties

While no testing was performed to characterize the material used in this particular study, several
publications report on the elastic properties of AS4/3501-6 graphite-epoxy. According to larve et al 161,

El = 140 GPa, E2 = E3 = 15.1 GPa, G, 2 = G13 = 5.51 GPa, "',2 = .47, p = 1490 kg/m 3

According to Lee and Sun 17, 81, for the same materialk

El = 138 GPa, E2 = E3 = 9.65 GPa, G,2 = G13 = 5.24 GPa, G23 = 3.24 GPa, ' 12 = "'13 = .3, &,23 = .49

while AdTech Systems Research Inc. 191 used

El = 138 GPa, E2 = E3 = 10.3 GPa, G,2 = G13 = 5.5 GPa, G23= 3.1 GPa.

Even though the modulus in the fiber direction is consistent, large variations in the other elastic properties are
noticed. In particular, the through-the-thickness modulus E, which is of primary importance here, varies between
9.65 and 15.1 GPa.

In order to simplify their analyses, most investigators 16-9J model composite laminates as homogeneous
anisotropic solids when studying impact problems. That is, a laminate with many layers is replaced by a single
layer of anisotropic material that has equivalent elastic properties. The problem of determining the equivalent
properties for a particular lay-up given the elastic properties of a single lamina has been addressed in several
studies. Here, the approach taken by Sun and Li [101 is adopted and a simple program was written to perform
that task for any lay-up. As an example, the variation of the three independent Poisson's ratios for angle-ply la-
minates as a function of fiber orientation were determined. Material properties given by Lee and Sun [81 were
used and the results (Fig. 4) indicate that, as reported by previous authors (10, 111, Poisson's ratios can become
negative. The equivalent modulus in the through-the thickness direction was shown to depend on the lamination
scheme. The calculation of equivalent elastic properties will be discussed in more details elsewhere.
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Taking E, = 15 MPa, we find that, with a compressive stress of 2.275 MPa for the the amplitude of the
first pulse at gage 1 (Fig. 2-a), the strain is 15 %. One must then question the use of a linear elastic model for
such loading levels. The nonlinear behavior of composite materials was reported by many authors. Of particular
interest here is the work reported by Zhu et al. 1121 who reported on quasi-static and dynamic compression tests
for polyester resin and for Kevlar/polyester laminates in the through-the-thickness direction. Quasi-static tests
were performed at a constant loading rate using an MTS machine and for the dynamic tests, a Hopkinson bar
apparatus was used. For pure resin, the quasi-static tests showed a strong nonlinear behavior as strains become
larger than 7 or 8 % (Fig. 5-a). With the much higher strain rates achieved in the dynamic tests, the response
is substantially different, the initial modulus has increased significantly, suggesting strong viscoelastic effects.
Results for through the thickness compression tests (Fig 5-b) show the same trend. Ishai and Cohen 1131 pre-
sented a detailled study of the non-linear behavior of filled epoxy loaded in compression and also discussed strain
rate effects in those materials. Harding 114] presented a review of experimental work directed towards characte-
rizing the material behavior of composite materials under impact using the split Hopkinson bar technique. Even
though specimens were only subjected to inplane loadings, nonlinear behavior at high strains and strain rate
effects are shown. EI-Habak [15] also used the split Hopkinon bar technique to characterize composites loaded
in compression and showed significant nonlinear behavior at high strain levels. Weirick (161 conducted a series
of tests designed to characterize the mechanical behavior of an epoxy resin filled with glass microballons. The
shock wave observed consisted of an elastic and a plastic wave due to the change in material behavior. The intial
modulus of the microballon filled epoxy is lowered as the microballons are crushed and then increases as the
material becomes more dense after the crushing is completed. In a study of contact laws for composites, Cairns
[17] considered that AS4/3501-6 graphite-epoxy composites can be modelled as elasto-plastic materials. This
brief literature survey indicates that, for the type of loading considered here, nonlinear behavior must be consider-
ed and that strain rate effects might be important.

In this investigation, a bilinear model (Fig. 6) is used for the stress-strain behavior of the material in
the through the thickness direction. Knowing the density of the material, the modulus E, is selected so that the
wave velocity matches that observed during the experiments. The modulus E2 is taken as E1 / 9 so that the velo-
city of the second pulse matches that observed during the experiments. The critical strain e, is unknown and
several values will be used in a parametric study to determine its influence. Since this is the first model of wave
propagation through the thickness of the laminate during high velocity impact, strain rate effects are not model-
led. Viscoelastic effects can easily be included in the model if proven necessary by a first analysis.

Formulation

For low velocity impacts, wave propagation through the thickness is not important and only the overall
deformation of the structure must be accounted for in a mathematical model (11. In the present case, on the
other hand, wave propagation through the thickness is of primary interest since significant damage can introduced
before overall plate deflections take place. That initial damage determines in a large measure the final damage
pattern. Only a few studies [9, 181 were concerned with predicting stresses under the impactor during high velo-
city impact of composite laminates. In all cases, a linear elastic model was used in a two-dimensional elasticity
approach. Even though the overall stress distribution is complicated, there is a small region under the impactor
in which unidirectional behavior is observed. Previous studies 118-20] and detailled finite element analyses per-
formed by this author, using the ADINA code, indicate that, considering the material to be linear elastic and
homogeneous through the thickness, several important features of the gage response cannot be predicted. With
such a model, a single pulse is obtained and therefore, several complicating factors must be accounted for in
order to adequately model the problem. Since the laminate is made-up of 8 sublaminates bonded together after
curing, an incident wave will split into a transmitted wave and a reflected wave as it reaches each interface bet-
ween a sublaminate and an adhesive layer (Fig. 3). The presence of finite adhesive layers with different material
properties must be accounted for. Interfaces between plies inside a sublaminate are not considered because it
is assumed that there will be no resin rich region inside a sublaminate. Therfore, the modulus of elasticity and
the density will be uniform through the thickness of each sublaminate. The nonlinear material behavior at high
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strain values must also be accounted for in order to explain the presence of two pulses travelling at different
velocities.

Therefore, as a first approach to this problem, a one dimensional analysis is proposed. Once proven
successful, a two dimensional model can be developed. The equation of motions were developed using standard
finite element procedures and Newmark's integration procedure was selected for time integration. For nonlinear
cases, the initial stiffness approach was used and several iterations were performed for each time steps in order
to eliminate unbalanced forces introduced by nonlinearities. The computer program runs on a personal
computer and can easily be modified to include additional complicating effects.

Results

Example 1: Uniform rod impacted by a mass

This first example is selected in order to verify the present formulation on a simple case for which an
exact closed-form solution is available. Graf 15) showed that the compressive strain in a uniform, semi-infinite,
rod subjected to the impact of a rigid mass is given by:.

V BA (I)-
e (x, t) =--.H<ct-x>.e e c(

C

where e is the strain, V the initial velocity of the projectile, c the wave velocity, EA the axial rigidity of the rod
and mn the mass of the projectile. In Eq. 1, H<x> is the Heavyside function where H<x> =1 when x>O and
H<x> = 0 when x<0. At a given location, the magnitude of the stress decays exponentially with i:i:-e and the
rate depends on the mass of the projectile relative to that of the rod. With small projectiles, significant decays
are observed as the projectile slows down significantily. With heavier projectiles, the decay is much smaller and
it becomes negligible when the mass of the projectile becomes 100 times that of the rod. Notice that, in this
example, the wave propagates in the x-direction without attenuation. That is, if e is plotted versus x at time t,
at time t2, the graph is simply shifted in the x direction by c(t2-t,). it is known [5], that a compressive wave is
reflected as a tensile wave as it impinges on a free boundary. Then, Eq. 1 can be used to construct the solution
for a finite rod impacted on the left by a rigid mass and free at the other end.

Fig. 7 shows that the finite element solution is in good agreement with the exact solution for the case
where EA = c = V = 1. The stress history at the impacted end and at the midpoint on the rod are predicted
accurately except where sharp discontinuities are present. The numerical solution can be improved by increasing
the number of elements and reducing the time step. Eq. 1 implies that the initial strain under the projectile is
given by the ratio of the projectile velocity to the velocity of compressive waves in the material.

= (2)
C

This relationship was used by Robinson and Davies 1211 to differentiate between low velocity impacts, for which
wave propagation through the thickness is not important, from high velocity impacts for which damage is
indroduced during the first travel of the compressive wave through the thickness. It can be used to estimate the
strain induced during impact and was found to provide good estimate when compared to either experimental data
or published results (191).

This example indicates that the basic formulation employed here and its computer implementation are
correct so that the program can now be used to investigate more complex cases.
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Example 2: Rod with a bond impacted by a mass

The same problem discussed previously was modelled using 85 elements. In order to model the presen-
ce of an adhesive layer, the modulus for the element at the center of the rod was taken to be equal to .5, while
the modulus for all other elements was equal to 1. The impact response is identical to that shown in Fig. 7, until
the compressive wave reaches the adhesive layer. Afterwards, the behavior is substantially different due to multi-
ple reflections from that layer (Fig. 8). Therefore, the presence of adhesive layers can substantially affect the
transient response to impact loading.

Example 3: Impact on a 128-ply laminate

The case of a 128-ply laminate impacted by a rigid mass is considered next. The analysis does not
account for the presence of adhesive layers at the gage locations. The evolution of the stress under the impactor
and at the first two interfaces is shown in Fig. 9. An elastic pulse is then followed by a slower moving "plastic
pulse. Since the appropriate stress-strain behavior of the material is not known, it was decided to vary the value
of the critical strain (4, 8 and 12 %). A total of 80 identical elements where used and the stress in elements 1,
10 and 20 represents the stress under the impactor, and at gages 1 and 2 respectively. Fig. 9-a shows the two
pulses propagating at different velocities. The amplitude of the first pulse is equal to the product of E, by the
critical strain which is 4 % in this case. This value is much lower than what is observed during experiments.
Fig. 9-b shows the stress in elements I and 10 again for a critical strain of 8 %. The amplitude of the first pulse
becomes closer to the experimental value. The dashed lines show the effect of reducing the time step and it indi-
cates that the elastic pulse is a square pulse while the second pulse is largely unaffected by the change. The re-
sults in Fig. 9-c indicate that, as e, increases, stresses increase but that the difference between the "yield* stress
and the maximum stress becomes smaller. Fig. 7 indicates that, as the time step is increased, the elastic pulse
becomes sharper. Therefore, with this model, as the elastic pulse arrives at a given location, the material expe-
riences an infinite strain rate as the stress increases instantaneously from zero to the yield stress. This is then
followed by a period in which the stress remains constant before the second pulse arrives. However, as shown
by the quasi-static and dynamic tests conducted by Zhu et al 1121, strain rate effects have a very significant
influence on the stress-strain behavior of the material. These strain rate effects are not included in the present
study and, therefore, a sharp pulse is predicted instead of the more and more rounded pulse observed in the ex-
periments (Fig. 2).

Conclusions

The present study is a first attempt at modeling the transient response of a composite laminate to high
velocity impact. A finite element model was developed in order to perform a one-dimensional analysis of the
transient response of a composite laminate subjected to high velocity impact. It was found that, in order to
capture the main features of the response determined experimentally, the nonlinear behavior of the material
which is to be expected at strains exceeding 7-8 % must be included in the model. It is then shown that the
transverse normal stress at a given point consists of an elastic pulse which is followed by a second pulse
propagating at a much slower velocity. The presence of adhesive layers, indroduced in order to imbe ý.ss
gages through the thickness of the laminate, accounts for significant attenuation of the amplitude as th, ,• ,
propagates through the thickness. Numerical results indicate that the initial loading rate is very high and that
very rapidly the stress reaches a constant level until the second pulse arrives. The experiments indicate that the
loading occurs more progressively and that the wave front is not sharp as predicted by the model. In addition,
the wave front becomes more and more rounded as the wave travels through the thickness. This difference is
attributed to strain rate effects which are not accounted for in the present model but which are known to be
significant in the through the thickness direction.
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The present investigation should be extended in order to strengthen the conclusions reached here. From
the analysis of the experimental results and the numerical model developed here, nonlinear and viscoelastic
effects are expected to aplay an important role in the high velocity impact of graphite-epoxy laminates. Experi-
ments should be conducted to verify this conclusion and obtain data to be used for better correlation between
experiments and analysis. Quasi-static through the thickness tests should be conducted for strains up to at least
15 % in order to validate the bi-linear model used and to obtain precise material data for the material used.
More complex material models can easily be incorporated in the model if necessary. Hopkinson bar tests can
be conducted in order to quantify the strain rate effects. Strain rate effects can easily be included in the model
and in combination with the use of accurate material properties from experiments good agreement between expe-
rimental and numerical results will be obtained. In a second phase, the model can be extended to three dimen-
sions in order to determine the extent of impact induced damage throughout the thickness. Detailled suggestions
for future work will be submitted in an upcoming proposal.
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Figure 3: Reflection and transmission of an incident wave at the interface between dissimilar materials

1.5 "- -Vxz

* Vxy

"Vyz

_11

0

0.

-0.5- I I

01 20 30 40 50 60 70 80 90

Fiber orientation

Figure 4: Poisson's ratio for angle-ply laminates as a function of orientation angle

15-12



300'
-- -- strain rate-O.13/s

S' strain rate-0.01/s

- - strain rate-0.002 s

200 strain rate-1500/s

-" - strain rate-2000/s

S100,

0

0.0 0.1 0.2 0.3 0.4

Strain

Quasi-static and dynamic compression test results for polyester resin.

600

500-

S400-

300-

S200- strain rase-0.I3/s
strain rate-0.002 7 /s

100o strain rate-.5001s
strain rate-2000/s

0I 
- -"

0.0 0.1 0.2 0.3 0.4 0.5
Strain

Comparison of quasi-static and dynamic through-thickncs> comprc•siof teNt rcul',

Kevlar/polyester laminates

Figure 5: Stress-strain curves in compression (Zhu et al. (121). a- pure resin, b- laminate

15-13



Strai n

Figure 6: Idealized Stress-strain curve

15-14



1x
........ ............................. "x .

0 .5 ... ........ .................. .. :
0.5 -

S

(I',

-0 .5 - ". . . . . . . . . . . .. . .

SI I I I

0 0.5 1 1.5 2 2.5

Time

Figure 7: Impact on a finite uniform bar

15-15



0 .5 ... ......... : .........................
0.5

X= 0 '-x .5
-1* I

0 0.5 1 1.5 2

Time

Figure 8: Impact on a rod with a bond

15-16



(a)

1.4-

1 I

o_ 0 .8 4 .... ...... ..... -..... ................ '. . . .
•E _t. 1 Elt. 10

1....... -----........1.............

0)

,-0.6 .......... , r

0.4 Elt. 20
0.2 ................. . ......0 _.2 . . . . ................................... ....

0I

0 0.5 1 1,5 2 2.5 3 3.5 4 4.5 5

Time (micro-s)

Figure 9: Impact on a 128-ply laminate a- e, = 4 % ,b- 8 % , c- e, 12%

5-17



(b)

2-

--------------- -------------- ----.- ----.- --

(nI1"faf.°Ui

0 .5 - . .......... -I- f ... ...... ....... . .. ................

0 I

0 0.5 1 1.5 2 2.5

Time (micro-s)

15-18



•,c)

2.5

-El- 1.0
CLL~

0.

0)

01
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

"Time (micro-s)

-5-19



INVESTIGATION OF FUEL NEUTRALIZATION AGENTS

William W. Bannister

Professor, Department of Chemistery

University of Massachusetts at Lowell

1 University Avenue

Lowell, Massachusetts 01854

Final Report for:

Summer Faculty Research Program

WL/FIVCF, Tyndall AFB, Florida

Sponsored by:

Air Force Office of Scientific Research

Bolling Air Force Base, Washington, DC

16-1



INVESTIGATION OF FUEL NEUTRALIZATION AGENTS

William W. Bannister
Professor, Department of Chemistery

University of Massachusetts at Lowell

This study involved an investigation of fuel neutralization

(FN), i.e., the rendering of spilling or spilled fuel non-

burnable, extending the time to reignite, and/or facilitating

the washing away of spilled fuel. FN agents which were studied

were subjected to ignition and burn-back testing, chemical

oxygen demand (COD) testing, and biological oxygen demand (BOD

testing. The combination of these tests provided information

about the FN capabilities as well as the environmental impact of

the agents. This report reviews the experimental procedures

used, the results obtained, and evaluations still pending, and

gives conclusions based on work to date and recommendations for

future work.
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INVESTIGATION OF FUEL NEUTRALIZATION AGENTS

William W. Bannister

INTRODUCTION

WL/FIVCF has an ongoing program to evaluate commercially
available firefighting agents to further improve airfield rescue,

fire suppression, and hazardous material mitigation. Such agents
must be environmentally acceptable and compatible with existing

delivery systems. One area of concern is fuel neutralization
(FN), the rendering of spilling or spilled fuel non-burnable,

extending time to reignition (measured by "burn-back" time). FN
approaches include the following technologies:

1. Reducing fuel vaporization by adding gelling agents,
resulting in a significantly reduced rate of evaporation.

Moreover, the gelled fuel can be disposed of much more readily.

2. Mixing extinguishing water into the non-burning fuel by

use of self-mixing emulsifiers.

3. Application of absorbent polymers which entrain the fuel

into the polymeric matrix.

A preliminary investigation was conducted by Beltran, Inc. in

1989, whose final report will be cited extensively in this
discussion. Most of this work involved formulations of agents

which could emulsify Jet Propulsion (JP) fuels in water. The
most efficient agents (in terms of forming fine microemulsions)

were also the best in self-mixing, but these also proved
unsatisfactory in achieving non-combustible fuel-water blends.

Several Beltran agents were good emulsifiers and also made the
emulsified fuel non-combustible. These emulsions were coarser

and were harder to mix. The most efficient of these were
the sodium salt of dioctylsulfosuccinate (M070; Alcolak, Ltd.;

and DV1875; Mona Corp.). A very similar agent was
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dioctylsulfosuccinate as the free acid (DOSS), which was very

efficient in small burn tests when formulated with Film-Forming

Fluoro-Protein (FFFP), as agent "FM". Small-scale lab tests

resulted in two optimum formulations: FN-1 (fluorosurfactant

"Fluorads" (3M] non-ionic FClO0, 0.2%; anionic FC135, 0.1%;

"Sticky Water" [SW], 0.5%; and AFFF, 3%); and FN-2 (1.25% DOSS
substituted for the 3% AFFF in FN-1). In small-scale lab tests

FN-1 and FN-2 successfully emulsified and inerting JP-4/water. In
field tests, however, both FN-1 and FN-2 were less effective in

burn-back than AFFF alone. This was attributed to the difficulty
of mixing of the surfactants into the fuel. It was observed that

water structuring and thickening agents such as SW significantly

improved sealing of fuels by AFFF and FFFP, and it was suggested

that addition of small amounts of SW into the make-up water
streams of AFFF could improve burnback efficacy.

METHODOLOGY

A. INSTRUMENT AND TEST APPARATUS

Bunsen burner

Petri dishes, mixing bowls, stirring rods, 250 ml beakers

Stop watch, pH meter

Foam Maker Apparatus

Hach COD Reactor with COD vials

Hach 3000 Spectrometric colorimeter

YSI Model 58 Dissolved Oxygen meter for BOD tests

B. TEST METHODS

1. Ignition and Burn-Back Testing

The flame from the Bunsen burner was passed over various

mixtures in the glass bowl at predetermined intervals, and to

ignite surface fires in petri dishes for extinguishment tests.

2. Laboratory Extinguishment Apparatus

This apparatus consisted of a flow meter, a glass tube

with a glass frit 0.5 inch from the bottom, and a petri dish.
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The agent was injected by a syringe into the glass tube above the

frit. Air was pumped at a controlled flow rate through the frit
to aereate the agent while being delivered to a flame ignited on

the surface of 20 mL of JP-4 in a 3.5-inch diameter petri dish.

3. Chemical Oxygen Demand (COD; Standard Methods, 17th ed.)

COD testing was performed by placing 2 mL of oxidizing

solution in a COD reactor vial,heating this to 1500 C, with 2 mL

of test solution then added to the vial. Contents were incubated

at 150 0 C for two hours. Results were compared colorimetrically

with standard solutions to obtain COD test values.

4. Biological Oxygen Demand (BOD; Standard Methods, 17th ed.)

BOD testing was performed by placing the test sample,
diluted in accordance with its predetermined COD value, in a BOD

reactor vial. After addition of the BOD innoculating agent, the

BOD reactor was incubated for five days at 200C.

RESULTS AND DISCUSSION

A. AGENT COMPONENTS

Considerable test protocol development was accomplished since
the Beltran project. The current work confirms the efficiency of

many Beltran agents; see Table 1. Our work also indicated that

self-mixing was attainable in spray applications by incorporating

several new, commercially available proprietary formulations such

as PETROL SAFE and Sticky Water (SW) into the FN agent

formulations. These will be discussed later in this report.

B. OPTIMIZED WL/FIVCF AGENT SYSTEMS

Based on the measurements obtained in this phase of the

research and development work on FN agent systems (summarized in

Table 2) the following initial conclusions were reached:

1. The best FN agents appear to be those which contain the

Fluorad agents FC-99 and FC-100. Compositions containing these

agents showed most resistance to ignition.
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Table 1. TESTED CHEMICALS FROM THE BELTRAN REPORT

NAME CHEMICAL CATEGORY

DOSS Dioctyl sulfosuccinate Anionic surfactant

MO7OR Sodium dioctylsulfosuccinate Anionic surfactant

DV-1875 Sodium dioctylsulfosuccinate Anionic surfactant

TX-45 Octylphenoxypolyethylene oxide Nonionic surfactant

FC-99 Fluorocarbon surfactant Anionic surfactant

FC-100 Fluorocarbon surfactant Nonionic surfactant

FC-129 F..aorocarbon surfactant Cationic surfactant

FC-135 Fluorocarbon surfactant Anionic surfactant

PVP Polyvinyl pyrolidine Water absorbent gel

PG Propylene glycol Alcohol

PAM Polyacrylamide Water absorbent gel

AFFF Extinguishment foam Commercial product

2. Unfortunately, FC-99 and FC-100 had the greatest
resistance to biodegradability. Thus, environmentally these

appear to be unacceptable.

3. Composition #4 in Table 3, containing no fluorosurfactant
components, provided th best FN characteristics of the remaining

choices. "Haloing" effects (formation of a circular band of
flickering but not sustained flame) would probably be acceptable,

since in such cases no sustained ignitions were observed for more
than an hour after any initial burn-back had been undertaken.
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Table 2. BEST FORMULATIONS PREPARED BY WL/FIVCF

NAME 1 2 3 4 5 6

DOSS 1.0% 1.0%
MO70R 1.0% 1.0% 1. 0% 1.0% 0.5%
DV-1875
TX-45 0.5% 0.2% 0.5% 1.0%
FC-99 1.0% 0.5% 1.0%
FC-100 1.0% 0.5% 1.0%
PVP 0.2% 0.5% 0.4% 1.0%

RESULTS 7
SELF MIXING

TPS (min)
TIME TO HALO (sec)
TIME TO BURN (min)

INVERTED MIXING
TPS (min)
TIME TO HALO (sec)
TIME TO BURN (min)

STIRRED MIXINGTPS (min)
TIME TO HALO (sec)
TIME TO BURN (min)

SHAKING MIXING

TPS (min) NT NT NT 60min+ NT
TIME TO HALO (sec) 50min 60min 68min+ 0 69min
TIME TO BURN (min) 90min+ 60min+ 68min+ 60min+ 69min

Key
TPS Time to Phase Separation
(+) Mixing very good; almost no fuel left on top
(0) Less than 5 mL left on top
(X) Phase separation immediate; 25 mL fuel left on top
NA Not Applicable
NT Not Tested

C. EVALUATION OF COMMERCIALLY AVAILABLE FN AGENTS

Since termination of the Beltran project, there have been a

pumber Ff .ro rii"pro~ducts submitted by private contractorsor eva o F agents:
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* FYREZYME (Ecology Technologies Int'l, Inc., Mesa, AZ)

* BIOSOLVE (Southeast BioSolve, Inc., Jacksonville, FL)
* FIRE-TECH (Int'l Envioronmental Technologies, Inc.,

Washington, DC)

SAF (Stable Aqueous Firefighting Foam; Adherent
Technologies, Inc. Albuquerque, NM)

** UNI-SNUFF (Inferno Snuffers, Inc.. College Station, TX)

** SP-911 (Safety Products Group, Inc., Peachtree City, GA)
k* FIREFREEZE

Claims include bioremdiation; these claims not under
investigation by WL/FIVCF.

** Recent submissions; as a result, these agents have not
yet been fully investigated by WL/FIVCF.

A summary of FN tests on these proprietary formulations is

presented in Table 3, showing how easily agents can create
fuel/water emulsions to prevent ignitability and burn-back.

Results of the tests performed on each of the proprietary
formulations are provided in the following sections.

1. FIREZYME

FIREZYME has a COD of 856,000 mg/L, a high BOD at 78,000

mg/mL, and a percent biodegradability (BOD/COD times 100) of 9%.
Being comprised of bioemulsifiers, enzymes, amino acids, and

sugars it should be easily biodegraded. This is evidenced by the

high BOD and BOD/COD percentage values. With a low pH of 3.9,

FIREZYME is more acidic than any other agents tested. It can be
anticipated that FIREZYME will be corrosive to metals over time.

There is concern about possible relationships between the high
BOD value and the low pH: in the environment, dilution should

quickly elevate the pH to a point where, if biodegradability is a
function of pH, the agent might not biodegrade.

Tests to determine FIREZYME's effectiveness as a fuel

neutralizing agent are summarized in column 1 of Table 1.

After shaking a sample of FIREZYME/fuel/water, fuel vapor odors

were still present, indicating poor emulsification; separation
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Table 3. FUEL NEUTRALIZATION MATRIX

JP-4 20 mI 20 ml 20 ml 20 ml 20 ml 20 mi
Water 20 mi 20 mi 20 mi 20 mI 20 ml 20 ml
Firezyme 20 mi
Biosolve 20 ml
FUEL BUSTER 20 ml
Fi-eFreeze 20 ml
micro Blazeout 20 ml
Firezyme 20 ml

[RESULJTS j___IIIII___
SELF MITXING X X X X

TPS (min) NA NA NA NA
TMM TO HALO (sac) NA NA NA NA
TIME TO BURN (min) NA NA NA 0

INVE-PTED MIXING X 0
TPS (mmn) NT NA NA NA
TflX TO HALO (sac) NT NA NA NA
T!ME TO BURN (min) NT NA 0 2 sacs

STIRRED MIXING +- -

TPS (min) NA NA NA NA NA NA
T= TO HALO (sac) NA 5 sacs 0 NA 4 sacs 0
TIME TO BURN (min) NA 10min-•- !0min-1 0min+ !omin1 0

SHAK:NG MIT X'NG I N -

TPS (min) NA
TIME TO HALO (sac) NT .0 sac
Tn TO BURN (min) 10 sac !Omirin+

Key
TPS Time to Phase Separation
(+) Mixing very good; almost no fuel left on top
(0) Less than 5 mL left on top
(X) Phase separation immediate; 25 mL fuel left on top

NA Not Applicable
NT Not Tested

occurred immediately, and in burn-back testing reignition of the
fuel occurred ten seconds after mixing stopped. In testing for
extinguishing abilities, using a flow rate of 0.38 liters/minute,

16-9



6% FIREZYME extinguished the fire in 25 seconds; the FIREZYME
sank to the bottom of the fuel in a matter of minutes. Table 4
shows the results of a number of trial tests using FIR YMF.

Table 4. FIREZYME

I Flow Rate Extinguishment 2ime

1 380 ml/min 25 sec
2 380 ml/min 19 sec
3 380 ml/min 20 sec
4 380 ml/min 25 sec
5 190 ml/min None

2. BIOSOLVE

BIOSOLVE has a COD of 685,000 mg/L, a BOD of 219,000
mg/L, and a BOD/COD biodegradation ratio of 32% for a five-day
BOD period; over a longer time degradation would be even more
complete. The BOD/COD ratio indicates an acceleration in
hydrocarbon biodegradation when the agent is distributed over a
fuel spill, since BIOSOLVE emulsifies and encapsulates the
hydrocarbon as an emulsion of tiny droplets. The pH was between
7.9 and 8.4, indicating a fairly neutral formulation with little
concern for metal corrosion. With stirring, BIOSOLVE/JP-4/water
emulsions did not separate until after several hours. However,
enough fuel vapors were escaping from the emulsion to cause a
fire halo when flame tested. After 24 hours the mixture had
formed an even stronger emulsion which did not burn when ignited.

5. FUEL BUSTER
FUEL BUSTER has a COD of 345,000 mg/L. a BOD of 24,000

mg/L, and a BOD/COD ratio of 6%; AFFF's BOD/COD is only 2%.
Thus. FUEL BUSTER should be more biodegradable than AFFF. The PH
of FUEL BUSTER is 5.6, which is only slightly acidic. Therefore,
corrosion should not be a big problem.

FN testing was performed in accordance the manufacturer's
suggestions. Water, JP-4 and FUEL BUSTER were placed in a one
square foot metal pan, and mixed using a high pressure water
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stream. The fuel/water/FUEL BUSTER mixture mixed well and did

not reignite when flame was applied in the burn-back testing.
FUEL BUSTER was also tested in standard FN matrix

testing, with results presented in column 3 of Table 3, and in
Table 5. FUEL BUSTER usually worked well when applied with

vigorous agitation. The amount of water did not make much
difference in the amount of time to prevent burn-back: no

ignition occurred within 30 minutes. Using the recommended 1:2:4
FUEL BUSTER/JP-4/water formulation, no reignition occurred in the

burn-back testing even 12 hours after mixing.
Foam expansion of FUEL BUSTER was measured using the

laboratory extinguishing apparatus. In one minute, 75 mL of foam
formed using 10 ml of FUEL BUSTER concentrate. The foam burned

off as quickly as it was applied to the fuel fire. Although a
good FN, FUEL BUSTER is not an effective extinguishing agent.

4. STABLE AQUEOUS FOAM (SAF)

SAF has a COD of 12,300 mg/mL, a BOD of 5,000 mg/mL in
its 3% concentration form, and a BOD/COD of 41%. Comprised of a

natural polymer and an alpha olefin sulfonate surfactant and with
no fluorocarbons, it is therefore more biodegradable than AFFF.

SAF did not perform as an FN agent in its 3% or 6%
concentrations, nor is it formulated as a FN agent. It required 31

seconds to extinguish a fire and had poor burn-back resistance.

5. FIREFREEZE
FIREFREEZE has a COD of 292,000 mg/L, a BOD of 12,000

mg/L, and a BOD/COD of 4%. (more biodegradable than AFFF). With
a pH of 7.4, it should not be corrosive over extended time.

FIREFREEZE was an ineffective firefighting agent, burning
up almost as quickly as it was sprayed onto the fire. As an FN

agent it made a good emulsion that would not ignite in burn-back
testing. The following day the sample had separated into three

layers (water, emulsion and 2 ml of overlying JP-4).
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Table 5. FUEL BUSTER

NAM E 1 4 J , 4 5 6

FUEL BUSTER 25 ml 25 ml 25 m! 50 ml 25 ml

J-P-4 FUEL 50 ml 50 ml 50 m! 50 ml 50 ml

WATV-l 50 ml 25 m! 125 m1 50 ml 1225 ml

RESULTS I I I-_ I_______ I___ ____I___ I
SEL.F MIXING X X

TPS (min) NA NA
T=- TO HkAIO (sac) NA NA
Tl2--l- TO BURN (mrin) 0 0

STIR!.ED MIXING"+

TPS (min) NA NA
TTV-. TO HkALO (sac) 0 0
TC TO BURN (min) 0

Si;UKZNcG M IXNG
TPS (min) NA i
TIME TO HFALO (sac) 0 I
TZME TO BURN (m(in) 0

SPPAY Mx-NG X N G
TPS (min) NA NA NA NA
TOIDN TO HA-LO (sac) 30min+ 30min 0n+ 30min+
TI TO BUR. (min) 30min- 20m n. 30min-+ 2hrs+-

Key
TPS Time to Phase Separation
(+) Mixing very good; almost no fuel left on top
(0) Less than 5 mL left on top
(X) Phase separation immediate; 25 mL fuel left on top

NA Not Applicable
NT Not Tested

Table 6. STABLE AQUEOUS FOAM (SAF)

j Flow Rate ( Extinguishment Time

1 250 ml/min 31 seconds
2 190 ml/min 45 seconds
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6. MICRO BLAZEOUT

MICRO BLAZEOUT is not claimed by the manufacturer as

being a FN agent. In a test using 20 mL of agent, 40 mL JP-4 and

40 mL of water, MICRO BLAZEOUT proved very ineffective in

stopping reignition during burnback tests. MICRO BLAZEOUT has a

pH of 8.7, which could be alkaline enough to provide corrosion

problems for aluminum or similar active metals. The COD is

535,000 mg/L, the BOD is 65,000 mg/L, and the BOD/COD ratio is

12% over a five-day BOD period. MICRO BLAZEOUT should be more

biodegradable than AFFF.

7. UNI-SNUFF

UNI-SNUFF forms a good emulsion when 12 ml of this agent

are mixed with 24 mL each of JP-4 and water. During the mixing

process the agent absorbs the fuel and water, forming a very

thick mixture. Even after 24 hours the sample would not reignite

in burnback testing. As a spill neutralization agent the clean-

up capabilities may be limited by virtue of the thickness of the

emulsion. In its pure state the pH is 10.0. This could be

alkaline enough to provide corrosion problems for aluminum or

similar active metals. The COD value is quite high, 2,510,000

mg/L, the BOD is 750,000 mg/L, and the BOD/COD ratio is 30%

biodegradability over a five-day period.

8. HAZCLEAN

HAZCLEAN is not effective as a FN agent. It did not mix

well with JP-4, and had a highly obnoxious stench. The pH was

8.4. The COD is 458,000 mg/L, the BOD is 34,000 mg/L, and the

BOD/COD ratio is 7% over a five-day BOD period.

9. PETROSEAL (FFFP)

PETROSEAL (FFFP) provides a good foam blanket on top of

fuel when stir mixed. A pH of 7.5 indicates this agent is not

anticipated to be corrosive to metals. When first stir mixed and

subjected to ignition in burnback testing, there is some flame

halo effect but not significant burn-back. After standing
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overnight the sample separated into two layers, with free JP-4

floating on top. When flame was applied the sample readily

ingited. The COD is 760,000 mg/L, the BOD is 61,500 mg/L, and

the BOD/COD ratio is 8% over a five-day period. Further BOD

tests will have to be performed over a longer incubation period.

10. AQUEOUS FILM FORMING FOAM (AFFF)

AFFF is a fire extinguishing agent only and is not not a

FN agent. The pH of AFFF is 7.6 which is close to neutral.

Thus, AFFF is not highly corrosive to metals. The COD is 845,000

mg/mL; the five-day BOD is 15,000 mg/L; and the BOD/COD ration is

2% over a five-day BOD period. This indicates a biodegradability

problem. Various AFFF foam tests were done using the standard

foam generator with 20 mL of JP-4 in a 3.5 inch diameter petri

disih fire. With 3% AFFF, an air flow rate of 0.19 liters/minute

was required to obtain a good extinguishment time; see Table 7.

Table 7.. Time to Extinguish with Various AFFF Concentrations

# Flow Rate ML used EXT Time

1 .19 lit/min 15 ml 25 sec
2 .19 lit/min 10 ml 24 sec
3 .19 !it/min 15 ml 21 sec
4 .19 lit/min 20 ml 22 sec
5 .19 !it/min 10 ml 14 sec
6 .19 lit/min 15 ml 17 sac

.7 .19 lit/min 20 ml 24 sac
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CONCLUSIONS

The results of testing of commercially available proprietary
FN candidates are presented in Table 8 and Figure 3.

Table 8. Summary of Results

NAME COD mg/! BOD mglf Ratio FN f BB

FIREZZYME 856,000 76,000 9% Poor. Fair Poor
-BIOSOLVE 685,000 219,000 32% Fair Poor V.God

FUEL BUSTER 395,000 24,000 6% Good Poor Poor
SAE 12,300 5,000 41% Poor Fair Poor
FI.•FREEZE 292,000 12,000 4% Good Poor Excel"
M!lCRO-BLAZEOt5T 535,000 63,000 12% Poor Poor
UN I-SNUFF 2,510,000 750,000 30% Good Poor Excell
EFFF/_AZCLZ;U 458,000 34,000 7% Poor
PETROSEAL 760,000 61,500 3- Poor Poor
A.FF 845,000 11,=000 2% Poor x_-cell I Fair

FN - Fuel neutralization testing
EX - Extinguishment testing
BB - Burn-back testing

The data provided in Table 8 and Figure 3 are summarized as

follows:

1. No one agent has superior characteristics for all three
categories of fuel neutralization, extinguishment and
burnback resistance.

2. AFFF remains the agent of choice for extinguishment and
burnback resistance characteristics.

3. UNI-SNUFF, FIREFREEZE and BIOSOLVE provided good FN and
burn-back control. PETROSEAL was shown to be a fairly
good FN agent, but was not as effective as the other
three agents in burn-back control.

4. All of the agents require thorough mixing to achieve FN
and burn-back control. Unrealistic requirements exist
for stir mixing or for spray mixing for all the agents,
and this has proven difficult to achieve.
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5. UNI-SNUFF, BIOLSOLVE, and SAF deiaonstrated the best

biodegradability, in five-day testing. FIREZYME and
HAZCLEAN also showed good biodegradability, but lack good

FN properties in comparison to BIOSOLVE, UNI-SNUFF, and
FIREFREEZE.

6. FIREFREEZE was a good FN agent, but lacked good

biodegradability in five-day BOD testing. Further tests
will be conducted on this agent, as well as some of the

other promising agents, to check biodegradability over

longer periods of time.

RECOMMENDATIONS FOR FURTHER WORK

1. Continue lab evaluation of FN agents, with emphasis on

investigation of ways and means of reducing volume
requirements of FUEL BUSTER as a FN agent.

2. Investigate use of EXXON "CORREXIT" fluorosurfactant

agents as sealing agents. In work done by EXXON it was
shown that one gallon of this agent was capable of

sealing eight mlion square feet of fuel surface within
minutes of application, with 90% reduction of volatility

and fire hazards.

3. Investigate the possible use of amine gelling agents for
FN by gelation.

4. Investigate use of halon-impregnated silica agents for FN

by gelation.

5. Investigate observations made in the Beltran report

regarding utilization of water-structuring and thickening

agents (e.g., "SW") for improvement of AFFF, FFFP and
similar sealing agent formulations. In the case of AFFF,

the sealing characteristics of the film over hydrocarbon
fuel were greatly improved by addition of very small

amounts of SW. It was suggested that the addition of
small amounts of SW into the AFFF make-up water stream
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could greatly improve the burn-back efficiency of AFFF.

6. Investigate relationships which may exist between the

very high BOD values and very low pH of some of the
agents studied in this project. When distributed in the

environment it would be anticipated that dilution effects
would quickly elevate the pH to a point where, if

biodegradability is a function of pH, the agent may
thereby suffer a loss of biodegradability.

7. Investigate a simple, easy to construct and easy to

operate "Dynamic Volatility Apparatus" (essentially a
small wind tunnel) which was designed at the University

of Massachusetts/Lowell. The device holds two
thermostated sample cups, one to contain a standard fuel

sample and the other to hold fuel treated with a FN
agent. Weighing the two samples before and after blowing

air across the cup surfaces allows the efficiency of the
agent's FN sealing effects to be accurately gauged.
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Ching Lung Chang
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Abstract

Since the beginning of the 1970's. people have developed mixed finite element methods for incompressible

flow. Engineerers and mathematicians have achieved great results in this field. The Galegin Method solves

this elliptic boundary problem successfully. But the velocity and pressure interpolations are required to

satisfy a LBB condition which precludes many natural elements. Over the past 20 years. most mathematicians

and engineers believed this to be necessary. In this research, a least-squares method for these problems is

proposed. This method leads to a minimization problem, the divergence free condition is no longer forced to

be zero but is minimized with another equations. And thus it is not subject to the restriction of the inf-sup

condition. Piecewise linear elements or piece quadratic element with equally order interpolation can be

applied for both the approximation functions and the test functions. Thus simplest and natural elements are

easy to program. By the analysis and numerical tests this kind methods achieve optimal rates of convergence

in L-2 and in H-1 norms.

There are two parts in this report, analysis in least-squares finite element of strea--velocity-prteure

version is in part one and the numerical experience for the vorticity-velocity-pressure version is in part two.
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PART ONE

A Least-Squares Finite Element Method for Incompressible Flow
in Stress-Velocity-Presure Version

Ching Lung Chang
Cleveland State University

1. Introduction.

Over the passed few years. a series of research papers have been published concerning the least-squares finite

element methods for incompressible flow [6,7,14,15]. Such least-squares methods relax the divergence free

restriction. divu is no long forced to be zero but is minimized with other equations. Therefore the regular

finite element spaces using piecewise polynomial with equal order interpolation can be applied for both the

test and trial functions. Another advantage of least-squares methods is that the matrix is positive definite

and symmetric for a given regular finite element space. This allows the use of efficient schemes, such as the

general SOR or conjugate gradient methods, to solve large systems.

During the past two decades many engineers and mathematicians have done research in the above

problem. The mixed Galerkin method solves this problem successfully. In most cases the elements are

required to satisfy a saddle point condition (2,13], which may not be necesary for the method which we will

introduce in the next section.

The least-squares method relaxes the exact divergence free condition with a small non-vanishing div ,

therefore the elements may require less restriction. For example, all of the velocities ., pressure p and stress

O's are allowed to be approximated by piecewise linear functions in H'(0), we will show that the method

achieves an optimal rate of convergence.

Weighted least-squares methods were used by Bramble, Schatz, Glowinski, Fix, Gunzburger, Nicolaides,

Oden, Carey, Zienkiewicz and many others [4,11,17,20]. In this paper we are going to apply the theory of

[Wend] type first order linear systems in the plane to the weighted least-squares methods. The work of

Aziz, Kellogg and Wendland [1,19] gave a general theory for this method. Jiang, Povinelli, and Chang have

succemully transfered the Stokes problem into a first order system in a two dimensional region and then

treat it by least-squares method.
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So far people have concentrated their attention in these methods to the velocity-vorticity-preure for-

mulation (3,9,14,15]. Numiencal examples and mathematical analysis have achieved very good results in

this field. The difficulty is how can we set a correct boundary condition satisfing the analysis and error

estimates, which may lead the numerical approximation efficiently? Of course we can set u = 0 on a solid

body such as wall. cylinder or airfoil. But there is argument in the mathamatical analysis in spite of the

numerical examples showed that the convergent rates seem optimal. In the work[3], they use p = P on the

boundary F, where p is the total head as p = p + 11U _J2 and p denotes the real preure. For Stokes problem

or Navier-Stokes equations we have u = 0 on F. It may not be always easy to set p on the boundary.

This paper developes a stress-pressure-velocity version least-squares finite element method. Using the

stresses as auxiliary variables, the Stokes problem can be written into a linear system with six equations and

corresponding boundary conditions. The proof of convergence of this method is provided and the numerical

experiences in a cavity driven support this analysis.

2. The Stress-Velocity-Pressure Version:

We introduce the auxiliary variables

02 = u~rv(2.1)

04 = P

By the incompressible condition, we have 0i = -W. Then the dirnensionles dynamic equations of the

Stokes problem may be written in the form

a (2.2)

The compatibility condition gives

-I = 0 infQ (2.3)

To recover the velocity, we have

divu = 0 in (2.4)
curli = #3-02 in U.

Where the Q is a bounded and connected subset of R2 with a piecewise smooth boundary r and

I E [L2((U)] 2 is a given function of body force.
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If we write the above equations together. we have

l + .,f2dv 0

% 0
_u 0curl~u- 03 + On- .0.

And the boundary condition u = 0 on F, implies that the tangential derivatives of t' are vanished or

trio2 -- n2)1 -- 0 on r,(26
nol1 + n2?03 = 0 on r. .)

The zero boundary condition of i_ = 0 is equavelent to n1 u1 + n2u 2 = 0 as well. So we have

-n , n 1 0 0 0 0 1
RU=ni 0 nn 0 0 0 = oF. (2.7)

0 0 0 nj n2

where L = (0142, 1,% , u_'. The above system should be weighted which is required by the analysis in the

following sections.

3. Numerical Formulation of Stress-velocity-pressure Version

Throughout this paper, we will employ standard notations of the Sobolev spaces and their associated norms

[10,18]. We let Hm(Q) denote the Sobolev space of functions having square integrable derivatives of order

up to m over Q, as

n"(11) = {v E L2(f0); O*v E LP(fQ) for IJai < m}. (3.1)

We define the norms by lIUlIlM = (u, u),m. and the inner product in Hm (fl) is defined as

(uV). O%.Oav. (3.2)

We also define the space for our problem.,

S = (VE [H'(f))]6; RV = 0 on F}. (3.3)

from the work of [4], we will use finite dimensional subspace S, E S of functions to approximate our

solutions. The parameter h,which represents a mesh spacing, is used to indicate the approximation property
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of Sh. In this paper we say S," approximates optimally with respect to r if for every i' E S O [H'÷l)]6,

there exists ,"h E Sr such that

hILV- _ l ,1 + IIEi-ii"Ik - 1 Ch7÷ti.l,+l (3.4)

where the positive constant C is independent of V and h.

Then we can define the least-squares quadratic functional

J(V)=in(LV'-f.).(LV- L) for VES. (3.5)

Consider the problem that if U minimizes J(L) over V E S, it is easy to have

RLL.LL'=JLJLV_ for any L ES (3.6)

and that a solution of (2.5) and (2.7) is also a solution of (3.6) and that the sufficiently smooth solution of

(3.6) also solves (2.5) and (2.7).

A finite element approximation to the solution of (2.5) and (2.7) or (3.6) is defined as a solution of the

problem

Min J(2h) over V0 E S,. (3.7)

Similar to (3.6), the solution of Ch of (3.7) satisfies the corresponding finite algebraic equations

jLQ1".LY"=jfa LY-.L for any e ES" (3.8)

Once a basis for S"' is chosen, evidently, we can see that (3.8) is equivalent to a symmetric linear algebraic

system. Moreover, in the next sections we will show that this algebraic system is also positive definite.
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4. The a prorn Estimates

In this section we will apply the theory given by W.L.Wendland [19]. We try to show that L is an elliptic

operator, and that the boundary operator R satisfies the complementing condition. If fnP = 0, the

boundary value problem gives rise to our desired inequality for the Stokes problem. Eq.(2.5) can be rewritten

as a matrix form

LL = Al + BL, + CL = F (4.1)

where A. B and C are 6 x 6 constant matrices. Furthermore, we multiply A-' to each term in (4.1), and let

i3 and C be A-'B and A-'C. Then note the formulas:

1 0 1 0 0 01

-10 0 0 0 00
- 1 0 0 -i/Li 0 0
0 -0 -V 0 0 0
0 0 0 0 01
0 0 0 0 -1 0j

and

0 0 0 0 0 0

0 0 0 0 0 o
0 00 0 O0

0 0 0 0 -1 O

Following the procedure in [19], we check the polynomials

det(ýI + 17b) = (t2 + 12)2

#0 for real [ 9,6]'•Q.

Therefore the operator L defined in (4.1) is an uniformly elliptic system. In this paper we discuss the

problem with constant coefficients. So that the position variable (z, y) is dropped. We review and check the

Lopatinski condition which is fulfilled for our problem.

Without low of generality, we let v = 1 in following steps. After elementary operations, we can find the

eigenvalues of matrix h
T are i and -i, both having multiplicities 3.

Consider the eigenvalue in the upper plane A+ = i, to which belongs a chain of linearly independent

generalized eigenvectors p- and p2 of B3T defined by

{ P1 - -A+P1 = 0
BTP2- A =+ P1

iT-?



and a third p3 satisfing

by P3 - A 3=

where
, = [0o, 1 -1-i- o, o]T

p = -2,o0,'21,- i. o, 0] T
fo = [o,o0,oo, -i._]T.

The eflipticity of (4.1) implies that the complex 6 x 6 matrix

(t_1t1,• • ,h , )T

is nonsingular. The inverse matrix can be written as

Q =(q -, -, q,•

or
4- 4 1 0 0

4~ .4
11

0~ 0 4 40 0 0 0 0 0
0 0 0 0 1 -

And the vector pEj and t satisfies the equations

for all j,I = 1, .-. .6. The solvability thory for the boundary value problems depends on the foMowing

Lopatineki condition,
2n,+nsi 02' 0]

det(2rjL ) =8det - 0 -11

=---(n, + n2i) 3 $ 0,

since (n, n2) 6 (0, 0).

By the work of (19], we can now state

Theorem 1. For I > 0 there is a constant C > 0 such that

II.VI*+l < C (nILJi + IIRQI+j + l.llo) . (4.2)
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It can be shown that the boundary value problem associated with (3.1),(3.2) has a uruque solution.

Therefore the term hI:jl0 can be dropped from (4.2). Since we discuss our problem in the space S, we have

the inequality,

II. 11l+1 <_ CHI/-.G I. (4.3)

The inequality (4.3) is crucial for our least-squares error analysis. It is interesting to note that (4.3) contains,

in particular. the usual shift inequality for the system (1.3). Let u..p] solve (1.3) and define the variables in

(2.1). it yields the usual a prwnr inequality,

4jJU~jj+j + 1 10411l+1: <CIIA11,,
i=I

or

I1I1MI+2 + I[Plte+1 _< CQffll (4.4)

for solutions of (1.3).

5. Error Estimates

In this section we will discuss the numerical scheme defined by (3.11). Denote the bilinear form as

a(LL Y_) = fn LU. LE. (5.1)

Thus, (3.9) and (3.11) can be rewritten as: find L E S (defined by (3.6)), such that

a(L ) =in " j LV for any VES (5.2)

and find 0 E V,' (defined by 3.10)), such that

a(eh, 3d) =jin .LVh for any v S E S, (5.3)

By inspection, a is symmetric and a(U[,QLI) _! 0. Furthermore, if a(U,_.) = 0, from (3.7) we get Q = 0.

Hence the matrix associated with the linear system (5.3) is positive definite.

Combining (5.2), (5.3), we have

a(U - UL, Vh) = 0 for any LE E V,. (5.4)

Our error estimate is contained in the following theorem.
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Theorem 2. Suppooe S, approximate•s optunl.a with respect to r. Let L[ p]' be the solution of (1.3),

definig the auxiliary variables in (2.1), and let L E S Llh E Sh be the soluion of (3.6),(3.8) respectivly.

Then

IlL - LkIll < Chrlf*l,+ 1 . (5.5)

[proof) Using (3.10) with I = 1, (5.5) and (5.1). we have for any Eh E Sh,

Il~II2Il < C.- a(Lh,V)

Applying this inequality to LA - Lh E Sh and using (5.4),
IiLA - VAnll < Ca(LAý - L, - vh)

= C(a(Lh - L L - VLh) + a(L - • " - v))

= Ca(L- _VA, !TL - VA)

:S CIlIU - Z11h IlLL& - 21lh.

Hence IILTA - 2ll 1 < CIl - 2L111. Using the optimal approximation property of g, choose V0 so that

ILL"- L"l11 <_. ChrlOIQl,.+ Then lJLA - jVll <__ ChIIQJI,+, so

lit] - U211, _< IW- ---- 1h1 + lie~ - 211,l
(5.6)

which is the desired result. Above analysis concerning the error estimates is given by standard techniques.

The velocity boundary conditions can be applied for. The experimence for solving the Navier-stokes equations

shows us, it is not so easy to set the correct boundary conditions. And the least-squares of all equations in all

of the part of our region may neglect some inportant information. Therefore the technique of computation

is also a very difficulty one.

The analysis of least-squares for non-linear Navier-Stokes equations is still an open problem, even the

preliminary numerical experience is satisfied.
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6. Numerical Experiences.

We take for our domain the unit square 0 = (0, 1) x (0,1). The example we present has the smooth exact

solution which is very similar to the one given by [17]. Let V, = X2( I - .Z)2(1 - y)2 then u, v and o, will be

the derivatives or double derivatives of ti'. as

u = z-2 (- r) 2 2y(1 - 3y +s. 2 )
V = -2z(l - 3x + 2z:2 )y (1 -)2

z =4(I - 3z + 2z2)(1 - 3 + 2y)(6.1)
= 2z2(1 - .)2(1 - 6y + 6 1)

03 = -2(1 - 6x + 6x 2 )y2(1- y)2

024 =P = X + -)

Let v 1. then from (2.5) we can easily have.

{l = -4(1 - 6z + 6: 2 )(I1 - 3y + 2y 2 ) + 12Z2(1 - Z)2(1 - 2y) + 2z
f2 = 4.r(1 -3z + 2z2)(1- _6y + 6y2) - 12(1 - 2 z)Y'(1 - y) 2 . (6.2)

Substitute (6.2) into (2.5) then solve (5.3). We compare the numerical solution and the exact solution. The

error with repect to u, v. O1, 02, 03, p are listed in the following tables.

Table 1 and Table 2 exhibits the numerical results of the errors in L - 2 and H - 1 norms for the

piecewise quadratic elements in the bilinear quadrilaterals, respectively. It indicates the size of the error

e= - for i = 1,2,3,e = u-uh,ev = V tah= p -dl with respect to both the Hi andL 2

norms.

Table 1.

_L- h-1 -IIllo h-1 • 1e,, lo h-1,. Ilelio h- -I51ello 1h-. I 1'e! e3h-' -1e3l1o
10 7.964e-3 7 7.964e-3 1.574e-2 3.090e-2 3.58le-2 3.58le-2
20 7.803e-3 J 7.803e-3 5.964e-3 2.762e-2 3.563e-2 3.563e-2
30 7.787e-3 7.787e-3 3.586e-3 2.720e-2 3.563e-2 3.563e-2

Table 2.
h-1. h--7 le !li Ah-2.le,111 h-11.- IleIll h-2. lle, h - IC2111 A-' 1C3111
10 2.875e-2 2.875e-2 7.085e-2 1.201E-1 1.342e-1 1.342e-1
20 2.747e-2 2.747e-2 1.502E-2 1.189e-1 1.337e-1 1.337e-1
30 2.749e-2 2.749e-2 8.886e-3 1.185e,-j 1.338e-1 1.338e-1

The results in Table 2 support the error analysis given in (5.6). The results in Table 1 are errors in L-2

norms. Although we have not given the L-2 error analsis yet, they seem to achieve the optimal convergent

rates.
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PART TWO

A Preliminary Report for Numerical Results for Incompressible Flow
by Finite Element Method in Velocity-Vorticity -Presure Version

Ching Lung Chang
Cleveland State University

1. Introduction.

Recently there has been substantial interest in least-squares finite element methods for velosity-vorticity-

pressure formulations of the incompresible Navier-Stokes equations. Such least-squares methods relax the

divergence free restriction. divu is no long forced to be zero but is minimized with other equations. Therefore

we can apply the piecewise linear continuous functions to be our trial and test functions. The advantage

of least-squares methods is that the matrix is positive definite and symmetric. This allows the use of

preconditioned conjugate gradient methods, to solve large systemns, using upper-storage-by-rows

Let 0 be a bounded and connected subset of * 2 with a piecewise smooth boundary F. Let L E [L (fl)]2

be a given function of body force. The Navier-Stokes problem can be presented as:

-vAu_+IL.grady_+ gradp =f infl
jdiv u = 0 in 0 (1.1)
_ =0 on r

where u, p with (p, 1)=0, v are velocity, presure and kinematic viscosity (constant), v is the inverse of the

Reynolds number Re, all of which are assumed to be nondimeimionalized. The veloci~y-vorticity-presure

version has the following form if we introduce vorticity w = curl p,{ -icury +I. gradu + grad p =f in fl
curlu - w = 0 in Q (1.2)
divii =0 infi
U =0 on r

At first, we pay our to the limit of above equation, as Re - 0, the Stokes problem. Eliminating the

non-linear terms from above system,

- curl + grad p=fj in f

curlu - W = 0 in f 
(1.3)div U = 0 in0

I_ = 0 onar

This work was performed with First Lieutenent John Nelson in WP/FI AFB,1993
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The linear system is elliptic in any sence. The difficulty is how can we set a correct boundary condition

satifting the analysis and error estimates, which may lead the numerical approximation efficiently.

2. Numerical Formulation

'Throughout this paper. we will employ standard notations of the Sobolev spaces and their associated norms

[10.18]. the Sobolev space of functions having square integrable derivatives of order up to m over s, as

H"'(fl) = {r E L2(02): O't E L2(Q) for Jl < in}. (2.1)

W\e rewrite the equations (1.3) into a niatrix form as

LL = AL, + BLY + C-C = F (2.2)

where A. B and C are 4 x 4 constant matrices.

0 1 0 0
1 0 0 01

B i2 0 1~
=[1 0 0 0]0= O 01 001'

and

0 0 0 21
C= 0 - 1 00

0 00

The fil and f62 in matrices A and B represent the previous ul and u2 when we perform the non-linear

iteration; they are zeros when we solve the Stokes problem. The zero boundary condition can be presented

as

RL =[1 0 0 = onr. (2.3)

where LI = [Lw,p]'. We will employ the definitions of the spaces S and S, in (3.3) and (3.8) in Part one,

then we can define the least-squares quadratic functional

J(Yj = J(LK - - (LV- L) for y E S. (2.4)
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Consider the problem that if L. rmuizes J(Y) over Y- E S, it is easy to have

inLU.LL..= faLLY for any LES. (2.5)

Similar to (2.5), the solution of C in finite element space satisfies the corresponding finite algebraic equatiom

SLLh LVh = i LLV for any 2 E S'. (2.6)

Once a basis for Sh is chosen. (2.6) is equivalent to a symmetric Laear algebraic system. It is also positive

definite.

3. Numerical Experience

I felt it was important to test the applicability of the least-squares method by attempting to numerically

simulate incompressible flows whose flow characteristics are well known or have an analytical solution. To

begin with I chose two of the simplest model incompressible flows: plane Couette flow and plane Poiseuille

flow. Both flows concern the flow of a single fluid contained between two flat-infinite plates, as shown in

figure 1.

tDlOW

Figure 1. Setup of channel flow.

In Couette flow, the pressure gradient 0 . The top plate is moves in the positive x direction at a

constant speed and the bottom plate is fixed motionless, Distances are normalized by the distance between

the plates, and velocities are normalized by the speed of the top plate. After this normalization, the plates
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are located in the plane y = 0 and y = 1. This flow then has an analytical solution for all Reynolds numbers

given by

u(z, y) = y, v(:, y) = 0, p(z, y) = constant.

In PoiseuiLUe flow the top and bottom plates are held fixed while a constant pressure gradient is applied.

In the simulations, the pressure was normalized so that it took the value I at the entrance and 0 at the exit.

In the simulations, the grid was made to be 5 units long. This flow then has an analytical solution for all

Reynolds numbers given by

u(z, y) = 0.02W(1 - y), v(z, y) = 0,p(z, y) = -G(z - z.) +,p(z.),

where G is a constant and represents the applied pressure gradient.

In order to numerically simulate these two flows, we created a unstructured, triangular element mesh

using the Flight Dynamics Interdisciplinary and Applied CFD section's unstructured grid generation and

post-processing package TOPDUUG. A simulation of both Couette and Poiseuille flow was completed on

the grid shown in figure 2.

Figure 2. Grid used to simulate plane Couette and plane Poiaeuille flows.

In order to complete a simulation of each flow, two boundary conditions were required on each boundary

for each flow. The boundary conditions applied for each flow are shown in table 1.

flow boundary boundary condition
CGouette bottom plate u= O, V =0

exit (rit side rd =,p=

top plate u =1, = 0
entrance (left side of rid] = O, p =0

o' bottom plate U =0, V= 0
exit (rit side of *ýd _ = 0, p =0

top plate u= O, = 0
entrance (left tideof *id V 0, p =I
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Table 1. Boundary conditions used for similations of Couette and Poiseuille flows

The least squares method was succemful in simulating both flows. The flow was found to be independent

of :, as shown in figure 3.

a

b

Figure 3. Level contours of the horizontal velocity component u for (a) Couette flow, and (b) Poiseuille flow.

The u versus y profiles calculated by the simulations are shown in figure 4.

-'• a 0 €. en ea dl ma ma se
U

a
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U

b

Figure 4. Plots of u versus y for calculated by the simulation for (a) Couette flow, (b) Poiseuille flow.

For Couette flow, the analytical solution requires v and p to be 0, and w to be 1. In our simulatio p

was found to be zero everywhere in the domain to within machine accuracy. The maximum magnitude of v

was 0.0005, and w never differed from 1 by more than 0.001. Plots of t and w are shown in figure 4.

b

Figure 4. Level contours for Couette flow of (a) the vertical velocity component v, and (b) the vorticity w.

For Poiseuille flow, the analytical solution requires that v be 0, p decrease from I at the entrance to 0

at the exit in a linear fashion, and w to be linear in V with w = -1 at the bottom plate and w = I at the
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top plate. Below are ploW of level contours for vw, and p from the simulation of Poiweuille flow.

b

Figure S. Level contours for Poiseuille flow of (a) the vertical velocity component v, (b) the vorticity w, and

(c) the presure p.
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Anti-Penetration Laboratory Data Acquisition and Control Systems

Bobby L. Green
Assistant Professor

Department of Engineering Technology
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Lubbock, TX

Over the past several years there have been a growing number of manufactures

developing PC data acquisition and control systems. The Anti-Penetration Laboratory at

Tyndall AFB, Florida acquired several examples of the PC data acquisition and control

systems for experimental use and evaluation. It was discovered that ease of operation of

the various data acquisition systems varied, some were straight forward, and some take a

great deal of familiarization to operate effectively. However in all the cases the users of

any of the several data acquisition systems must extensively familiarize themselves with

each particular data acquisition system to be used then frequently refresh their memories

to remain familiar with the data acquisition system. Any break in the use of a particular

data acquisition system usually requires retraining. The retraining is time consuming, but

lack of continued familiarity with the system will lead to data error or lost data. The PC

data acquisition systems are designed to fill several niches. The faster PC data

acquisition systems currently operate around 40 MHz, will measure voltages or currents

and store data for later evaluation, maximum data storage before a break is usually

limited to the size of the RAM on the data acquisition board. Available RAM on a data

acqusition system is up to 8-megabytes and growing.
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Bobby L. Green
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Inlroductio

The survivability section purchased a single IBM compatible PC computer, an

expansion chassis, several different types of PC data acquisition systems and some

peripheral equipment. Some of the data acquisition systems were purchased with control

systems to actuate output devices with the data acquisition systems. Most of the data

acquisition system are expandable, that is, the software used to control the data

acquisition system boards will control several data acquisition system boards of the same

family allowing multiple channel data acquisition.

Following is a list of several of the data acquisition systems and controllers

available to the anti-penetration laboratory. The list is representative of most of the PC

data acquisition systems and control system types available in today's market. All of

these data acquisition and control systems were purchased from CyberResearch Inc.,

Bradford, CT [I] and have been listed with the CyberResearch part number first, the

manufacturers part name or number in parentheses, and the manufacturers name and

phone number.
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a) Inst-140 (CompuScope 220), Gage Applied Science, Montreal, Canada

b) CYDAS-16F (CIO-AD16) and CYCTM-05 (CIO-CTR), ComputerBoards

Inc., Mansfield, MA phone 508-261-1123

c) ACPC-1616 and ACAO-128, Strawberry Tree Inc., Sunnyvale, CA phone

408-763-8800

d) Inst-292 (Programmable Stimulator and Control System) and INST-601

(Computerscope), RC Electronics, Goleta, CA phone 805-685-7770

e) DIO-32F (32-bit Digital I/O Board), National Instruments, Austin, TX phone

512-794-0100

f) COHM-16 (Serial Expansion Ports), Small Port Expansion Boards, Nashville,

TN phone 615-834-8000

g) DAP-2405 (Data Acquisition System), Microstar Laboratories, Redmond, WA

phone 206-881-4286

All the various data acqusition and control systems were installed in a single PC

expansion chassis. The bus hardware addresses were changed in order to address all the

data acqusition systems pieces in the same expansion chassis. For field use the different

pieces of equipment should be placed in separate PC chassis and their hexadecimal base

addresses should be set to their original factory specifications or to a non-conflicting bus

address in their respective PC's. The PC bus addresses are well standardized for

peripheral equipment so when placed into individual PC's the cards should experience no

address conflicts when using the factory settings. If an address conflict is experienced it

is usually a straight forward matter to change the hardware address and solve the

problem.
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installation and set un of hardware and software for various data acquisition

systems

The PC Data acquisition systems are usually laid out on a single PC card or a half

card module that will plug directly into an expansion slot in a PC chassis. In our case,

with an expansion, chassis we were able to install all the systems into a separate

expansion chassis and operate them form a single PC. Operating all the data acquisition

systems from a single PC is an excellent way to familiarize one with several different

types of systems in a short period of time, but it does not provide a useful platform for a

single data acquisition system.

Each of the data acquisition systems are usually supplied with software written for

the piece purchased. Some were supplied with software written specifically for the

piece, additional freeware, and instructions to be patient while learning to operate the

software and equipment. Each piece of software is usually system specific and will

operate only its single family of equipment. To operate a conglomeration of data

acquisition systems simultaneously it is necessary to write new software to control the

conglomeration. All the data acquisition systems can then be operated from a single

piece of software, but they will still operate serially. Operating a series of different data

acquisition systems from a single PC slows down all the individual data acquisition

systems, due to excess computational overhead, and is not an efficient use of the

individual data acqusition systems.

There are several disadvantages in installing more than one type of data acquisition

systems in a single PC, among the disadvantages are bus addressing and software

compatibility. The software supplied with a system is nearly always system specific for

only one piece of equipment so only one manufactures family of equipment may be
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operated by the software at a time. Similar pieces of data acquisition equipment

performing the same tasks are usually placed into the same hardware address. If more

than one piece of hardware is set to the same hardware address the software will address

incompatible pieces of equipment, the conflict usually causes an operating system failure.

Manufactures provide for the addressing problems resulting in mixing manufacturers

equipment, but the simple solution is choose one hardware manufacturer for any single

task for assured hardware and software compatibility.

general operations of PC based data acusition systems

The two computerscopes, Gage Applied Sciences' CompuScope 220 [2], R.C.

Electronics' Computerscope [3], and R.C. Electronics' RC-200 Programmable Stimulator

and Control System [4] operate in very similar manners. They are two PC based, menu

driven, storage, oscilloscopes with on board RAM and a programmable signal generator

with on board RAM. The memory for the computerscopes is a First In Last Out (FILO)

type memory, as new data in input into the RAM memory on the computer card the

oldest data is pushed out of memory and lost. Storing the data in FILO format means the

computer scopes can remember past history if properly triggered. Manufactures usually

call past history a pre trigger mode because a current trigger retains data previous to the

trigger event and stores new data until any remaining memory is exhausted. The data

taken may be down loaded onto a more permanent storage media such as magnetic tape,

floppy disks, hard disks, etc. During the down loading period the data acquisition

systems cannot take data, if an important event occurs during the down load period it will

be lost. For slow events having periods of hours, minutes, or seconds down loading data

poses no data interruption problems, for faster events milliseconds, microseconds, or

nanoseconds, the devices are reduced to one shot devices and will miss rapidly occurring
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events if they occur during a data transfer cycle. To operate these devices one must have

their instruction manual constantly at hand until their menu items are committed to

memory. Then the manual must be kept at hand to refresh ones memory.

The CompuScope 220 is a two channel, 40 megasample-per-second device so the

CompuScope will use up to 40 megabytes of memory per second. The Computerscope is

a 1 megasample-per-second 16 channel device, so the Computerscope uses up to 1

megabyte of memory per second. It is obvious the on board RAM for both these devices

will be filled very quickly when using their maximum sampling rates. The stored data

may be downloaded and evaluated with software supplied by the manufacturer or the

data may be evaluated with a third parties software.

The Strawberry Tree Inc., ACPC-1616 [5] and ACAO-128 [6] can be menu driven

with the software included with the devices or they can be driven with Icon based

software Strawberry Tree's QuickLog PC software [7]. The ACPC-1616 will take data

at up to 10,000 samples-per-second using a variety of transducers, the software is capable

of controlling multiple cards with up to 240 analog inputs. The some of the transducers

available for the ACPC include temperature compensated thermocouples, RTD's, strain

gages, pressure transducers, flow meters, switches, photocells, DC voltage or DC current

input, etc. At 10,000 samples-per-second it is clear the ACPC is designed for data

acquisition of slowly varying signals and the controllers control processes with long time

constants.

The menu driven software is as tedious to learn as most menu driven software,

however the QuickLog PC icon driven software makes the control system more user

friendly and gives a schematic type environment for developing data acquisition and

control schemes.
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ComputerBoards' CIO-ADI 6 [8] and CIO-CTR [9], both assume moderate to

extensive computer programming skills and moderate to extensive skills in reading

computer timing diagrams. The manuals supplied with the acquisition card and the

control card indicate that the cards are very versatile if the manuals are intensely studied,

the supplied instructions are carefully followed and the programming is correctly written.

National Instruments' DIO-32F [10], assumes moderate to extensive computer

programming skills and moderate to extensive skills in reading computer timing

diagrams. The DIO-32F is a 32-bit, Parallel, Digital, I/O (Input/Output) interface for

communicating with other digital parallel interface equipment. It is not a data

acquisition or control system but it is a digital I/O communications link between a

microprocessor and peripheral digital equipment.

Microstar Laboratories' DAP-2405 [11], is supplied with the DAP-2504 card, DAP

software, a 120 page "Hardware manuai", a 140 page "Applications Manual", a 200 page

"Systems Manual", a 270 page "DAPL Manual" and a one of an array of terminal panels

for analog or digital I/O data. The DAP-2504 assumes moderate to extensive computer

programming skills, moderate to extensive skills in reading computer timing diagrams

and requires an intense period of study to turn on and operate properly. The DAP-2504

is a very power piece of equipment requiring a certain amount of time for start up. New

windows software makes the device more user friendly.

Small Port Expansion Boards' COHM-16 [12], is a straight forward serial

expansion kit with software. The Smart Port allows expansion of a single serial port into

an array of 4, 8, 16, or 32 separate serial ports for interfacing multiple serial devices from

the same microprocessor.
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disadvantages of PC data acgusition systems

Most of the data acquisition systems, whether they are digital I/O or analog A/D

conversions are not user friendly devices. Nearly all of them take several hours of

dedicated familiarization time and many of them may take a little reprogramming or a lot

of reprogramming to operate properly. They are limited to 40 or 50 megasamples-per-

second because the computer clocks operate around 25 to 66 MHz. Events that occur in

the nanosecond range are currently outside the range of PC data acquisition systems.

Events in the microsecond range, however fall well within the PC data acquisition

systems range making PC data acqusition systems an excellent tool for millisecond and

microsecond events.

advantages of PC data acausition systems

Even with the programming trouble the PC data acquisition systems are still mighty

fine pieces of equipment. They are simple to use, readily available, and accurate in the

microsecond range, and have on board capability to perform real time data reduction and

control at a very reasonable cost. If the goal is to have a dedicated data acquisition and

control system or multiple identical dedicated data acquisition and control system it

becomes very economical to invest in dedicated programming time for task specific

software.
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PC data acquisition systems purchased by the anti-penetration laboratory should be

separated into several PC's and operated as distinct data acquisition systems. They will

then be capable of performing tasks in parallel and will provide the laboratory with an

array of very effective data logging and data reduction tools.

The PC data acquisition systems are very powerful and simple to use after an initial

period of familiarization. To utilize a PC data acquisition system the user must stay

familiar and current in operations of the pieces of equipment he will be working with.

Intermittent use means the user must spend time retraining in the proper use of a specific

PC data acquisition system before the system is brought on line and often errors are

generated due to lack of familiarity. It is not necessary to have a specialist for a single

piece of equipment but it is necessary to have a specialist can be the field to operate the

several pieces of equipment. A specialist should dedicate time to staying current and

familiar with several pieces of similar equipment and be capable of operation any single

piece of equipment immediately and efficiently.

There is a need for more user friendly software for the PC data acquisition systems.

As the market has grown the PC data acquisition system have become more user friendly

but they have a bit to go before they have an intuitive feel about their use and operation.
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SKIN-FRICTION AND FLOW DIRECTION MEASUREMENTS
BY SURFACE-OBSTACLE INSTRUMENTS

Raimo J. Hakkinen
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Washington University

Calibration data of surface-obstacle skin friction meters. including blocks. fcnces. Preston tubes and

Stanton tubes, were examined throughout the available ranges of dimensionless wall-shear-stress and

pressurc-differential parameters. The calibration relationships, including the effect of compressibility,

uere reformulated in terms of variables containing physical quantities at the wall and including the probe

size in only one parameter. In view of the current trend toward miniaturization, special attention was

given to the range where the flow distauuince introduced by the probe remains essentially within the

linear part of the velocity profile. Design criteria were derived for differential for given flow properties

and shear stress at the wall. Detail design of a specific adjustable/retractable surface-obstacle device for

the Wright Laboratory M3 and M6 supersonic wind tunnels was initiated, and a test program was
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SKIN FRICTION AND FLOW DIRECTION MEASUREMENT

BY SURFACE-OBSTACLE INSTRUMENTS

Raimo J. Hakkincn

Introduction

Accurate determination of skin friction drag is of primary importance in efficient aerodynamic

design. it may constitute as much as fifty percent of the drag of a cruising aircraft I I]. Acquisition of

precise experimental data has also become essential for validating the emerging computational techniques

for the prediction of local skin friction distributions on general. three-dimensional vehicle configurations.

While there exists a great variety of experimental techniques for the measurement of local skin friction.

there is at present no universally applicable method, and a choice must be made according to particular

wvind tunnel or flight test conditions. Surveys of skin friction measurement technology have been

presented by Rechenberg 121. Winter 131. Settles 141, and Hakkinen 151.

The limitations of the available techniques are especially severe if measurements are desired on

general conditions that may include non-planar surfaces. unknown flow direction, and significant pressure

gradients. The present study is intended to provide the groundwork for the development of an instrument

that would overcome some of these limitations and thus become a useful addition to the repertoire of

practical skin friction measurement techniques.

The proposed instrument is based on the surface-obstacle principle, where the sensed physical

quantity is the difference between the pressure on the face of a small obstacle placed on the surface and

the local undisturbed static pressure: this pressure differential is calibrated against the shear stress exerted

by the boundary layer on the flow in front of the obstacle. The calibration is expressible in terms of

dimensionless variables that depend on the physical flow parameters at the wall and the size of the probe.

Examples of devices operating on this principle are the surface blocks. sublayer fences, Stanton tubes and

Preston tubes. as discussed in the surveys referenced above.

The novel features of the proposed surface-obstacle instrument are twofold: (a) adjustable

operation using the principle of minimum protrusion required to sense the pressure differential with

satisfactory accuracy and (b) capability of sensing the direction of the flow adjacent to the surface

through the angular location of the face pressure pattern given by orifices evenly spaced around the

axisymnmetric obstacle.
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The principle of minimum protrusion is adopted (a) to avoid disturbing the flow in the boundary

layer more than absolutely necessary, especially in measurements related to laminar flow control or

characterization of turbulent flow structures; (b) to minimize shear-stress measurement errors caused by

surface static pressure gradients. as will be discussed in the following; (c) to minimize effects of exposure

to hostile environments, with the option of withdrawing the probe before and after the measurement. and

(d) to provide a realistic indication of the limiting flow direction at the surface.

The results of the project are presented in this final report in two parts: (a) evaluation and

reformulation of the calibration relations for surface-obstacle devices and derivation of design criteria for

choosing the smallest possible probe size for given flow conditions; and (b) description of a specific

design for use in the Wright Laboratory supersonic/hypersonic wind tunnels.

Technical Background

Relative to the ivell-established techniques for direct local measurement of other fluid-dynamic

parameters. such as pressure and temperature. determination of skin friction presents specific difficulties

which have retarded the comparable development of the required experimental technology. As discussed

in the survyc articles referenced in the Introduction. effective instruments for direct measurement of the

surface shear stress do exist and have been used successfully for wind tunnel and flight testing up to

hypersonic Mach numbers. However, these tests have been limited to simple configurations, generally flat

plates or axisymmetric surfaces, where no significant streamwise pressure gradients are presenL

The fundamental problem of direct force measurement under general conditions stems from two

physical considerations: (a) the force-sensing element is isolated from the surrounding surface by gaps,

which allow a pressure gradient across the element to exert an error force on the upstream and

downstream edges of the element and (b) a curved element not pivoting around its center of curvature

also experiences a pressure-gradient-induced additional force in the direction of the measured shear force.

As discussed in e.g. 151. in the limiting case of a flat element the error caused by consideration (b) can be

eliminated by the use of a parallel-shifting support linkage instead of a single pivot.

The use of a parallel-moving element does not eliminate the gap force of consideration (a).

Suppose that shear stress 7 acts on a flat sensing element of streamwise length 1; thus, the shear force to

be measured is 7 I per unit width of element. If a pressure gradient dp/dx acts in streamwise direction

over the element, the force exerted over an effective edge depth t is (dpdx) t 1. giving a relative error

c / -/dcrd(xlc)l (tic)

It is essential to note that the relative error is independent of the streamwise extent of the element. 1, and
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also of the reference length. c. which is introduced here solely for convenient esumatioa of r in practical

cases. As an example. consider an airfoil with chord c = I m. Excluding the much stronger favorable

gradients in the nose region, in the front part of the upper airfoil surface one may. have adverse pressure

gradients of dcp/d(x/c) = 10 and skin friction coefficient cf= 0.002. yielding for a t = I mm effective

gap height an error c = 5. or 5001%, In most cases. it is practical to bevel both moving and stationary

edges to reduce its effective height. but a reduction to t = 0.1 mm would still iield an error c = 0.5. or

50%. The situation is somewhat better on the rear half of a typical airfoil, where dcP/d(x/c) = t would

be more likely: for Cf= 0.002 the errors would still be c = 0.5 (50%) and 0.05 (5%) for t = I mm and 0.1

mm- respect,'ely.

Although quantitative edge effects have been investigated using known pressure gradient/shear

stress relationships in pipes. and an ingenious compensation technique using surface tension phenomena

in liqud-filled gaps has been developed in Switzerland 16). there is no accurate correction procedure

applicable under general flow conditions. Therefore. the floating element has been relegated primarily to

direct shear force measurement on flat or cylindrical surfaces wivth negligible pressure gradients. It does,

however, have an important role as an absolute calibration reference for indirect techniques.

It is re-emphasized that. in a given flow condition, the relative magnitude of the uessure-

gradient-induced error is independent of the streamwise size of the floating element, hence,

minituriatin does not improe- its accrac unless the ede demh fAwing the surround~iq isolation m

is sigaificantly reduced below the already small dimensions found in traditional designs. A development

in this direction is the microdeposited device of Schmidt. Howe, Senturia and Haritonidis [71, wheo the

exposed element has an edge depth of only t 7 0.03 mm: however, flow underneath the element may

introduce additional errors. The development of a moving-belt-type direct-force sensor by Vakili and Wu

(81 should also be mentioned.

Because of the error potential and operational limitations inherent in traditional floating element

devices, various rndirect instruments have been developed for measurement of skin friction under practical

flow situations. The most prominent of these instruments is the Preston-tube [9) which consists of a round

total head probe placed on the surface. The large data base of Preston-tube calibrations

[9,10,11.12.13,14.15,16,171 covers both low-speed flows and compressibility effects. The Preston-tobe

belongs to the class of surface-obstacle instruments where the sensed quantity is the pressure differential

between the pressure on the upstream face of the instrument and the local static pressure in undisturbed

flow. this pressure differential balances the shear force driving the flow region immediately upstream of

the obstacle, and a calibration relationship can be established in terms of dimensionless parameters that
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involve flow properties on the surface. These relationships will be reviewed and reformulated in this

report. while the bulk of the data derives from experiments on Preston-tubes. available data on related

devices, such as Stanton-tubes and sublaver fences are included.

In view of new opportunities and needs for miniaturization of instruments, it is interesting to note

that the minimum size (in terms of lower limit of operating range) often specified for standard Preston-

tubes does not result from manufacturing limitations, but from the cessation of validity of the accepted

calibration correlations as the values of the dimensionless shear-stress and pressure-differential

parameters decrease. Corresponding to a change in the dominating physical environment, a different

calibration law assumes validity when the disturbance created by very small probes no longer extends

beyond the near-wall, near-linear range of the velocity profile. Stanton-tubes and sublayer fences have

been frequently operated successfully in this range, and some data exist on small Preston-tubes. These

data allow formulation of a general understanding of the underlying calibration framework. and will be

used as a basis for design criteria of small surface probes.

At first. surface-obstacle measurements in pressure gradients would appear to suffer from the

same. large errors found in the case of floating elements. Fortunately. available data on Preston-tube

errors in pressure gradients. especially the meticulous work of Hirt and Thomann 1131, indicate that for a

probe protrusion height equal to an effective edge depth the errors are reduced by an order of magnitude.

Most direct force sensors and surfhc-obstacle instruments are inherently unidirectional.

However. directionally sensitive floating element designs have been manufactured 118.191. but the

additional complexity and still limited applicability have precluded their adoption- Preston- and Stanton-

tubes are unidirectional: directionally-sensitive variations of blocks have been explored by Dexter (as

reported by Winter in 131) and luso, Onorato and Spazzini 1201. Fiore and Scaggs 1211 used a rotatable

fence to determine flow direction. Although heat-transfer instruments calibratod as sidn-friction meters

are not within the scope of this study, the successlu;i experiments conducted with directionally sensitive

hot-film arrays should be mentioned, e.g. McCroskey and Durbm[221. Directionally sensitive oil film

instruments have also been designed. such as that of Seto and Hornung [231.

In view of this background. it appears that a directionally sensitive surface-obstacle sensor.

adaptable for use in pressure gradients and on curved surfaces. and designed to introduce minimum

dto the boundary layer, would be a worthwhile addition to the repertoire of skin friction

measurement techniques. The remainder of this report addresses design criteria for such an instrument.

General Calibration of Surface Obstacle

As will be seen in the following, all practical calibration relationships can be expressed in terms
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of dimensionless variables containing the surface shear stress i, the pressure differential Ap on the face of

the obstacle, the protrusion height of the obstacle h. and fluid properties at the wall: density p. dývamic

viscosity ;L kinematic viscosity v. and pressure Pe. assumed constant across the boundary layer and equal

to the external static pressure. The general calibration relationship can then be expressed as
P =f(--.;b,) (I)

where p =ph2 p I. p, Peh pv. and 7 i- b pI

The conversion of available Preston-tube and some other calibration relationships to this form is

reviewed in the following and summarized in Fig. 1. It is expected that the surface-obstacle design

developed in this project would be characterized by a similar calibration pattern.

For the purpose of selecting the size of a surface obstacle for a gv. en flow situation, the general

calibration relationships can be expressed as

S=--" - -- f - L PP = ;f -,P (2)
PC PC Pe (PC P(

%%here the probe size. h. appears in only one parameter. P. A plot in these variables is presented in

Fig. 2. primarily on the basis of the extensive data on Preston-tubes, and it is anticipated that a similar

guide chart can be prepared for selecting the proper protrusion of the proposed adjustable instrument.

The dimensionless parameter P7 is introduced to the calibration relationship (1) by

compressibility effects. and disappears from most equations in their absence. However. in form (2) Pe is

always present because of the normalization of r and Ap by Pe.

It should be noted that if compressibility effects are determined solely by the flow around the

probe. free-stream conditions other than ;9, should then be necessary only if it is desired to relate e.g.

surface temperature to free-stream temperature and external Mach number. However. some calibration

correlations are based on the concept of reference temperature. as defined by Sommer and Short [241. and

thereby contain an implicit dependence on Te. In 1121. Keener and Hopkins state that use of the

reference temperature instead of actual wall temperature does not markedly improve accuracy of the

calibration laws, and suggest the use of wall temperature in the non-dimensional parameters. Except as

specifically noted, the actual wall temperature will be used throught the rest of this report.

Preston-tube Calibrations

A great variety of Preston-tube calibrations is found in the literature, starting with the initial

work of Preston 191. These empirical relationships are curve fits of analytical expressions of various

complexities to experimental data. and in most cases agree within a few per cent. except at the lower
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values of the dimensionless shear parameter where the influence of the outer velocit, profile is gradually

diminishing. In the followving. some of the generally used relationships arc given first in their original

form and then recast in the form of equation (1):

Compressibility effects are in most cases included by introducing the concept of probe Mach

number .ti. i% hich is defined by the isentropic face-pressure-differential-to static-pressure-ratio relation

__ , _ ,3l

or. at supersonic values of AIp by the normal shock loss combined %iith isentropic expansion

._

la-1U (4)__-= -I
P, Pe --

It is comncnient to define a "probe dynamic pressure"

4P= pe (5)

If the compressible calibration laws are then replotted with replacement of p by 4 ,p. a common

calibration chart can be prepared covering both compressible and incompressible regimes (Fig. 1). It is

easily seen that as Mp - 0. 4p - b. and in most cases the parameter bi, disappears from the equation..

Preston 191

lg 10  ( 4r 2 3- -1.396 + 8 109 0 (6a)

p=48.02 7  (6b)

Allen (0 ):

log10 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ R r -0.~~d~'~oOl9 lg 0 -±Rd!~-l.784oofji!LdL' .4723FTP'L~. ju )j Pe

(7a)
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log,0o - =0.0062(1ogio q4P )2 -) 7851ogo 4P -1.009M (7b)

Allen also gives a simple power-law which.when recast in the same parameters as in (7a). reduces to

4P =37.50 1.132 (7c)

MAen's wall parameters in I I1I %ere evaluated at the reference temperature of Sommer and Short 1241.

Sigalla 1141:

L--R, up =:5.13 R,, C .468a

4P =29.12 -7'-'46 (8b)

Fcnter and Stalmach 1151:

P 4e + ~~ 1VP. AC u).=j Rd Ff [4.06 log 1(0 Ž5Rd 4 %J] +1. 77(9s)

/-TO 7-1 /j sin- T) P 2 =r(0.8816lni+2.38) 2 (9b)

It is easily seen that as

Bradshaw and Unsworth [161-

50A ~~~ 407 0I

= . +25.9973(log, T) +0.5933(0ogio -) +104 72.38) (10b)

Bertelrud 1171:

=87 77log,° (-,d-51.93 (0la)

;q = 4 (4 3 .8851ogt 10 - -51.93) (1ib)
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Keener and Hopkins 1121:

'P, )A. Af, Peis

(]p =-36, lO T.1.132 (12b)

Patel I101. as modified b. Frei 161:

180 <-T <12600:

( ( 1_-oor 1,,.
ollo 2o =1.6167 -0.7405log 10  

2  09 0 2  0.0177 ( 4pd2 (13a)
4p 4 1 y7 4k,,

logo10  =2.7741 -1.1106 log10 j P+0.3234[Iog10 ;9] 2 -0.0177[Iogio j,]3 (13b)

12600 <r <10':

P =T [1.771og,, t(.27 )] 2  ( 3c)

If the actual %all temperature is used to evaluate flow properties at the surface, no free-stream flow

parameters are included in the above relationships besides the static pressure which is assumed to be

constant across the boundary layer (and a wall-to-stagnation-temperature-ratio in the the Fenter and

Stalmach relation (15)). However. it is often convenient to express surface properties in terms of free-

stream Reynolds number R.. Mach number Me or skin friction coefficient cf for instance

2 IL T) 2 R( 
(14)

where c is an arbitrary reference length. such as the airfoil chord. The viscosity and temperatumre ratios

may be expressed in terms of AMe for an adiabatic wall with a known recovery factor.

Because of the expressions used for description of compressibility effects in the relationships of

Fenter and Stalmach and of Bradshaw and Unsworth, the parameter 4,p does not appear conveniently.

however, both relationships can be shown to reduce to the basic dependence of A on i as Mp

approaches zero. When the calibration relations are examined in terms of T'Pe and ApIpe ratios. the

replacement of i by 4,p is seen to be equivalent to a non-linear distortion of the Ap/pe-SCale.

Some of the calibration relations discussed above are given in the form of a simple power-law

4p =.n i (15)

while others are more complex non-linear expressions in terms of the same variables. In fact. the power-

law relations may be considered tangents drawn on the logarithmic plot to the more general calibration
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relationship at differenu values of 7. Such tangents to Patel's lower-range equaUon. (13b). have

n = 1.298 at 7` 867 and n = I. 165 at -7 = 1. 27x105. in good agreement with the simpler relationships.

In the higher range. the expression

4, =35. 5 5 7i13 (16)

agrees with Allen's square-logarithmic equation (7b) within +/- 0.6%.

In the middle of the lower range of Preston's calibration, at r = 866. expression (16) is too high

by 17 o. which is not surprising because Preston's lower range is influenced by a few data points obtained

in the Stanton-tube range characterized by the 5/3-power relationship. In fact. the tangent to Preston's

expression at its low% -r limit. T = 165. has the exponent n = 1.72.

Stanton-tube (5/3-oower) range

At the lowest values of -r in Preston's tube data the exponent of the correlation curve given in

171 increases to 1.72. and both Preston 191 and Patel 1101 refer to a square relationship betwieen T and

ý for lower values of _ - However. in this regime, data on Stanton-tubes seem to follow a lower

exponent. such as the 5/3-power law identified experimentally as 5/3 by Hakkinen 151. In 1241 Trilling

and Hakkmnen showed that the 5/3-exponent indeed results theoretically from the assuaption that the

disturbance created by the probe is confined to the near-linear part of the boundary layer next to the

surface. and fitted then available data to this form of calibration. Recently. data following the 5/3-law

have been obtained Lw Weiser. Nitsche and Renken on sublaver fences (261.

The few points measured by Preston 191 near the upper limit of the range under considevation

appear to be ccnsistent with a 5/3-power law as well as with the square relationship suggested by Preston

and Patel; the 5/3-power law is certainly consistent with Patel's equation. (13b).

Patel (71 proposed for i < 125 the relation

= 0.211 r 2 (17)

which matches the value, but not the local exponent- of the more complicated higher range relationship.

In view of the above discussion. ý" appears reasonable to match both the values and the exponents of the

5/3-power and the higher-range correlations. For the original Preston-correlation. this condition is

satisfied at i = 182.8. / =6.577. yielding
/3 =1. 117 •-5/3 (18)

Frei 161 has adopted an improved correlation for the Preston-tube range, starting at T = 179.1 the value

and exponent can be matched at -I = 199.7, ý = 7622. to yield the same coefficient.

While the coefficient n - 1.117. can be expected to be valid only for round surface-tubes. the
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general calibration relationship has been observed for other t, pes of obstacles. The coefficient depends on

the particular probe geometry but probably remains within an order of magnitude 120.26.271, It is likely

that even the coefficient determined above from the match with Preston-tube correlation %%ill be modified

when more low-range data on round surface-tubes become available.

Very few data are available to determine the presence of compressibility effects in the Stanton-

range. Such effects have been observed [51 but not consistently in other experiments. As a working

hypothesis. the use of the probe dynamic pressure. . in place of P' would appear reasonable in

compressible boundary lavers. If the entire disturbance is contained within the near-linear layer next to

the wall, the calibration in the Stanton-range should also be independent of the state of the boundary layer

being laminar or turbulent: as suggested by the limited data in 121: however. differences in calibration

will probably occur in the transition from the lower to the higher range. Therefore. for -7 > 200 the

above relationships must be used with caution if there is a possibility of the boundary layer being laminar.

The purpose of the p,,.-cnz siudy is not to advocate extension of Preston-tube methodology to the

lower range. but to obtain an overall characterization of the calibration laws governig surface obstacles

in general. For this purpose. the most comprehensive data set is available for Preston-tubes.

Characterization of Surface Obstacle Calibration

Using the Preston-tube data base as the working example, the following expressions are proposed

for general characterization of surface-obstacle calibration:

12.600 < < 100.000:

= 35.55 .. 3 (19a)

200< < < 12.600:

logo T =2.7741 -1.1106logio 4, +0.3234[1og1 o 4• ]- -0.0177[1og 1 o (1]3 (19b)

10< " <200:
17P, = 1. 117 T 5/3 (190)

r< 10:
j7 -1. 2 _ (19d)

for the specific configuration of Taylor 1281.

The calibration correlations in the two upper ranges have been established for turbulent boundary

layers: in the two lower ranges the boundary layers are most likely laminar. At values of i" in the upper

hundreds, both laminar and turbulent boundary layers may be found, and care must be exercised in
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using calibration relations not established for the particular experimental conditions.

To estimate the performance of a given probe size in a particular experiment, the calibration laws

written in the form of Equation (2) are most useful. For a subsonic probe Mach number Mp.. substitution

of the probe dynamic pressure (5) to correct for compressibility yields, from (3),

=~'F(Af 2) =F f 1 h)[ +- - ,lf(±.J r (20)
Pe I (,( , 1 P, \ P-e, " !(0

If MP exceeds one. i.e. AP'Pe > 0.8929. Equation (4) must be used for F( Mp 2 ) in (20). It is now

convenient to express the parameter ý€,. which contains neither the shear stress nor the face pressure

differential, as a dimensionless probe size parameter:

S= pe h2 'p P" (h=ho)2, (21)

'there

(h0 )2 - P Y Pe "p'e P =ART pe (22)

For perfect gases. the surface protrusion scale

ho =(23)
P

can be expressed in terms of readily available parameters: surface temperature T. which also determines

surface viscosity X. and the boundary layer static pressure PAe- Another interpretation is

h 0  (24)
a

which converts h.ho essentially into a Reynolds number based on the speed of sound at the wall and

probe protrusion. It is interesting to note also that ho has the same physical dependence and order of

magnitude as the mean free path. for practical probe sizes. hho and P', are therefore large numbers.

In experiment planning. the essential consideration is to select the minimum probe protrusion to

give a satisfactory hp-reading for a given set of flow parameters. Thus, Pe and minimum Ape will be

known, and if reasonable estimates can be made for r. the required minimum probe protrusion h can

then be determined from a chart where AP'pe is plotted against T'pe, with h/ho as a parameter. Such a

chart can be prepared for Preston-tubes using the calibration laws identified above, and the objective of the

present study is to obtain a similar guide for an adjustable. directionally-sensitivc surface-obstacle probe.

For simplicity. the round surface-tube calibration is approximated on the logarithmic plot by two

straight lines:

4 P =!. 1173_7" (25)
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and

4p= 35.55 7II3 (26)

These tangent lines intersect at •- = 630 and 4p = 51630, where the deviation from the Patel-curve peaks

at about 22%. Both relationships can be expressed in the form

.A =l -a -1 (27)

and are plotted in Fig. 2. This chart can be used as a rough guide for selecting the proper Preston-tube

size when it is desired to minimize the disturbance introduced into the boundary layer. A more refined

plot can be prepared using the actual Patel-calibration curve in the changeover region. It is expected that

a characterization and sizing guide similar to Fig. 2 can be prepared for any type of surface-obstacle

instrument once adequate calibration data are a-vaable.

Remaining Concerns

The above integration of the Preston-tube calibration laws with the lower range is based on

certain assumptions and extensions of the available data base In the specific case of round tubes, the 5/3-

power relationship has not been directly demonstrated over most of its expected range. For Stanton tubes

and sublayer fences. the 5/3-power law rests on firmer ground. however. in neither case is the question of

comipeibility effects entirely clear.

There exists a vast array of calibration data for various types of surface devices where specific

power laws have been identified. the 4/3-power relationship being a common choice. Generally. such

experiments can be placed in the transitional regime between the 5/3-power and the 1.13-power regions,

and thus these relationships are likely to represent tangent lines on the logarithmic plot of the general

calibration laws within the range of a particular experiment.

A possible source of deviation from the general calibration is the manner in which the face

pressre is obtained: in [261, the orifice slit in front of a round surface wire is specified to have a width

equal to the wire diameter. From the observed small effects of pressure gradient on Preston tubes. one

might infer that the face presure build-up occurs close to the instrument face, and the smallest possible

orifice size is therefore advisable. In some instruments [21,261, the pressure differential is measured

between similar orifices on the front and back faces of the obstacle, and the dependence of the base

pressure on the shear stress enters into the calibration.
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Design of instrument for Wright Laboratory:

The instrument proposed for use in the M3 and M6 tunnels has the following specifications:

(a) mounting into the existing wall and flat-plate model locations: (b) adjustable-protrusion (maximum 5

ram), circular (10 mm diameter) obstacle to provide adequate face-pressure-difeferntial and directional

sensitivity with minimum disturbance to the boundary layer: (c) precision fit of the obstacle cylinder to

prevent air leakage but provide for accurate. smooth extension and retraction of the device by direct

manual or remote control: (d) evenly spaced pressure orifices (twelve) of minimum practical size at along

edge of obstacle opening to provide both maximum face pressure for determination of shear stress and

circumferential pattern for determination of flow direction: (e) provision for measurement of static

pressure and surface temperature for direct calculation of dimensionless caibration parameters and (f)

use of commercially available pressure transducers, such as Baratron 225D series starting at 2 mmater

(20 Pa) full scale. An accurate internal or external means is required for measurement of the protrusion

height of the obstacle. A sketch of this instrument is presented in Fig. 3.

Proposed calibration test =ogran

A considerable data base exists from direct skin friction measurements in the M3 and M6 wind tunnels by

means of floating-element gages mounted in the location of the proposed surface-obstacle device 129,301.

A test matrix or the surface-obstacle instrument wil be planned to utilize an adequate number of these

known test conditions for maximum coverage of the operating parameter ranges of the instrument. At

each test point a sequence of protrusion heights will be tested. either by advance manual positioning or by

remote control. The protrusion sequence. starting with the flush position. will be imtially estimated from

the Preston-tube chart in Fig 2, and is expected to produce a similar chart specific to the obstacle

instrument in the range of parameters covered in the tests. Schedule of the test program will be

contingent on completion of the instrument and the availability of wind tunnel facilities. A parallel low-

speed calibration program is being proposed for the 2-by-2-foot wind tunnel at Washington University.

Future work

The ultimate development objective is a remotely adjustable instument capable of skin friction

and surface flow direction measurements in general conditions. including curved surfaces and the

presence of arbitrary pressure gradients. Additionally, the simple design of the instrumnent combined with

operation at minimal protrusion and complete retraction after measurement should facilitate

measuemennts at elevated surface temperatures. possibly with the aid of an internal cooling system similar

to those used in recent high-temperature floating element designs (311.
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ABSTRACT

The control of various systems it is desirable to have two types of feedback control for a system depending

on the distance that the system has to travel through the state space. Using a nonlinear feedback law allows

for the changing of the feedback gain as a function of the system's error. The technique is primarily directed

:it a third order system. This limitation was primarily for the reduction of the complexity of the calculations.

The feedback gain is calculated by standard linear control techniques for large and small error values. These

two gain matrices are combined in a nonlinear function. For zero error, the nonlinear feedback function is

equal to the small error feedback matix. For large, approaching infinity, error values the nonlinear feedback

function approaches the gain matrix for large errors. One possible nonlinear function is formulated. The

requirements for the stability of the system as a function of these two gain endpoints are formulated using

Lyapunov's Second Method. These techniques are applied to an F-15 aircraft. This example system is

A longitudinal controller based on the Short Period Approximation and a first order servo model. The

ionlinear feedback function blended two LQR feedback control law designs. The results are not as dramatic

as anticipated. but indicated that further study is warranted.
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NONLINEAR FEEDBACK CONTROL OF LINEAR DYNAMIC SYSTEMS

'harins E. lall. Jr

INTRODUCTION

It is sometimes desirable to use different feedback gains in various regions of the state space to enhance

the response of a system to large deviations from the desired steady state values. This has classically been

accomplished through the use of gain scheduling. More recently the use of fuzzy logic controllers have been

proposed to apply nonlinear feedback to control s-stems. Fuzzy logic controllers, despite the statements of

their enthusiasts, are not the cure all and involve a ,nore complicated design precedure. Fuzzy logic controllers

are deterministic systems with a more complicatea design process due to the shape of the member setstl].

Another way of implementing the different feedback gains is by designing a nonlinear feedback controller.

The remainder of this paper discusses the design of one particular nonlinear feedback technique for a system

with linear plant dynamics.

THEORETICAL DEVELOPMENT

The objective is to use nonlinear state feedback on a system with linear dynamics with a 3-dimensional

state space with a single input. State feedback was chosen so that an LQR feedback design could be imple-

inented. A state estimator could be formulated for those systems in which the system's output is not simply

the system's state. The following analysis works can also be used for systems employing output feedback.

The limit of the dimension of the state space was chosen to reduce the complexity of the calculations. In ad-

dition this method was designed with a aircraft longitudinal control system in mind. which is 3-dimensional

when the Short-Period Mode and a first order servo are used. This system is described by

.- ( = ) " B1 (

/100
a ,) a ,13 blI

( 0= 1 0, 1 0 00 001
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and

S= .li-.- BJ*

f=''

with

£E Rj. itE Ri !E R3 .

For this linear system two sets of desired feebdback gains are determined. The first set of feedback gains

are chosen for the case where the deviation of the state from the desired values are small. These gains are

denoted by K' = 1 0' 01 k' ). A second set of feedback gains are designed for the system s response to

a large error in the svstem's state from the desired values and are denoted by K1 = k' k!. ks). Both

.- is of feeoiracK ,ains must stabilize the system, as the case of an unstable feedback system was not studied.

.Any method of determination oa the feedback gain sets can be used. Other requirements on the eigenvalues

of the systems with feedback with both large and small deviations are at the discression of the designer.

These two gain sets form the endpoints for the system's feedback design. These feedback gains are then

combined in a nonlinear function. such that for small state errors the effective gain is equal or close to the

set KI. While for large perturbations of the system the feedback gains equal or approach K'. One method

is to use a function 1t1.t - x)' where 0 < r(.F) < 1 with rf 0) = 0 and r( x) = 1. There are many. if not an

infinite number. of other possible candidate functions. The requirements on the range of the function r(i)

that were ýtated can be modified. This functional description was chosen to simplify the calculations. The

primary requirement is that as the error £• - i approaches zero the feedback gain approaches K', and as

the error gets large the feedback gains approach K'. A candidate nonlinear function is

r(id-.") -e - X) e

This function is combined with the designed gain matrices to yield

,'i... 4) = K' +(K' - K')r(.i - )

for the nonlinear gain function. It can be seen that for errors that are small with respect to the respective

er, the value of K approaches K-. with K = K' for .F = i4 . For errors signals that are large. the feedback

gain K approaches K'.
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For this particular tunctior. , , the parameters oa, can o a,, ! iiored to emphasize or deemphasize a

,,rtain error sietnal. Ior instance. if o., = -v the it it error si4enVtI - ,:Ampietely removed from affecting the

function rt. j

rhis function results in the ftoeback vain of the system heine constant on a ellipsiod centered on the

,rigin of the error space. If a particular a-, is set to infinity, then tie eiiipsiod becomes an ellipsiodal column

centered on the ith axis.

fhe linear system with this feedback becomes a nonlinear system. Described by

aI- ),(k' Iký - k-') rV) a, -- , ±0 +(k,. - kA.."' 43 ' +k +(k' - ,'rF

x\'it Ii

lhis formulation allows for the the desired state vw ue, Fd, to he considered as an input to the system.

Since this system is not a nonlinear system that is input affine. due to the function r(.). normal nonlinear

controllablility checks can not be performed. But it is easy to see that the system can be driven to any state.

This system is trivially observable, since each state is a separate output. This may not always be the

case. In the case that the output vector is not equal to the state vector. "tle Implicit Function Theorem can

he used to determine if the system is locally observable. While no formai proof is presented it is expected that

if the original linear system is observable then the linear system with nonlinear feedback is also observable.

In order to avoid any observability problem the state vector and the output vector are set equal.

Stability of the feedback system is a concern that must be addressed. Simply because the endpoints of

the feedback law result in stable systems does not guarantee an overall stable system. Further examination

demonstrates that the system may be unstable for intermediate gain values.

Criteria for stability is shown throught the use of the Second Method of Lyapunov[2]. The Lyapunov

function is set to be the energy of the system. both potential and kenetic. This results in a positive definite

matrix. .i. such that the systems energy is given by iTAfi. The energy is equal to zero only at the state,

ZT. It is easily shown that i, is the only equilibrium point. The matrix .4, is the dynamics matrix of the

system with the nonlinear feedback law. The matrix AAf4 is negative definite if all of the eigenvalues of the
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matrix. Af, have negative real parts. This requires that all the eigenvalues of the .41 matrix are in the left

half plane. Thus. the normal methods for determining stability can be used.

Routh-Horowitz Criteria is used to examine the location of the eigenvalues. The system dynamics

matrix with feedback .4f is given by .4 - BK(.). For this the characteristic equation of the matrix is formed.

This is a third order equation in A. with all but the A3 coefficient dependent on the funtion r(). The first

requirement is that all of the coefficients are of the same sign. Thus, all of the coefficients must be greater

than zero. This yields for the A3 to A' coefficients

1>0

-,,3 -r b,(k 3 + (k' - k')r(.)) > 0

~ -•,-b1(k + (k• - k3)r(.)) >0

-a0 -- b,(k + (k, - ks)r(.)) > 0.

For the given system. we need to examine the first column of the Routhian array. The A3 , A2 and A°

first column elements are the coefficients the respective terms of the characteristic equation. Thus it can be

seen that they satisfy the stability requirements. Not only at the endpoints, but for all values of the function

r-.) in the range of 0 to 1.

The AV element is given by. and must satisfy

-a-) + b1 (k0. + (k', - k")r(.)) - -ai + b1(kI + (ki - kl)r(.)) 0.

-a3 + b,(k3 + (4 - k/)r(-))

It woLd seem that the easiest way of checking for stability would be to insert numerical values into this

equation. But this must be performed enough times to insure stability in the entire range of r(.). Analysis of

the above relation. provides insight into the requirements for stability. Since the demoninator of the second

term is greater than zero, both sides of the relation is multiplied by -a3+bl(k33+(kt-k.)r(.)). This results

,,iy in a change of scale of the polynomial. while the sign remains unchanged. This yields a polynomial

r'lation in the function r(.).
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Ajk,' A'.Yik 2 + a-)r'b)+-(- '-4bi( ) k +)+b-,Sk3. - k.)-i•blk -,'k)+) (k -k,))r(.)+

(U_3 - i2.blk 3 -i 3bik' + b'kk' + , -bk3) >0

This can be rewritten as

,krI 2 -- Jr() +, >1).

Since then endpoints of the gain function by design yield stable systems, and the function r.) are equal to

,) and lat the endpoints, it is known that

">0

-in

43 + - >0.

The question as to if this system is stable for all values of r(-) in the range of 0 to 1 is now addressed by

examination of the polynomial of r(-). Let

g(r) = or 2 (-) + 3r(.) ± -4

Figure I shows the four possible plots of g(r) as a function of r(.). Only Case 3 is unstable. All other cases

are stable. One method of determination if the system is stable can be performed by locatint the roots of

g(r). and if the roots are not in the interval of 0 to I then the system is stable. There is one case that is

not shown. and that is when a = 0. This case is must be stable since the locus of g(r) is a straight line,

g(r) = 3r(.) + -, since the endpoints are both stable.

There is an additional way of determining stability. This is accomplished by using basic analysis of the

function g( r) with an increasing amount of calculations. It can be seen that since g(r) is a quadratic function

of H.). the plot must be a parabola. This parabola can have either a positive or negative second derivative.

If the second derivative is negative, which corresponds to Case 4. then the system must be stable. This is

ýýquivalent to

(k' - k)(k' ks) < U.
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On the otherhand if the second derivative is positive, then the location of the minium of g(r) can be found

be equating the first derivative to zero. This is equivalent to

3
rmtn = -

-2a

If r,,, < 0 or r.,3 > I then the system is stable. While if rtn is in the range of 0 to 1 thei g(rm,,) must

be evaluated. The system is stable if g(rs,,.) > 0.

It should be noted that if a and 43 are both positive which corresponds to Case 1, and this is a stable

system.

In the case of a longitudinal controller for an aircraft, using the short period approximation, the gains

are such that ck < 0. Thus. always yielding a stable system for this type of feedback scheme. This is due to

the sign convention used on aircraft dynamics.

Case 1 Case 2

Case 3 Case 4

Figure 1. Possible plots of g(r).
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[his has shown that a nonlinear feedback methodology is ieasibie. [he nonlinear feedback offers a way

of changing gains in a itnear system to achieve advantages in the time response of the system. The nonliear

feedback has been shown to be stable under certain circumstances. [he system remains both controllable

and observable.

EXAMPLE: F-15 LONGITUDINAL CONTROL SYSTEM.

A linear dynamic model of an F-15 flying as 5000 ft at a speed of 877.68 fps[3] was generated using

a Short Period Approximation to the longitudinal motion of the aircraft[4]. The only input to the system

was the elevator. The elevator was driven by a servo. The servo was considered to be of first order with a

corner frequency of 6.3662 Hz. This yielded a 3-dimensional system with the states being: Angle of attack,

It. Pitch rate. q and Elevator angle. ý.. The input was the commanded elevator angle. ?,. The output will

be the state of the system.

(-09074 1.0000 0.0000( 0.000
.4= -4.1420 -0.7313 -7.1414 B= 0.0

0.0000 0.0000 -20.000) 20.000

1.0 0.0 0.0

0.0 1.0 0.0
0.0 0.0 1.0

iT -( q 6,)

d = 6'

The eigenvalues for this system are at -20.0000 and -0.8193 ± 2.0333i.

The goal is to design two LQR feedback systems. One for small errors and the other for large errors.

Both sytems assigned a cost to deviations in the outputs a and q. While there was no cost assigned to 6e,

The costs on the output deviations were the same in both designs. The output cost matrix. Q is given by

the following.
(1.0 0.0 o.0

Q = 0.0 1.0 0.0
0.0 0.0 0.0

The input cost was varied. For the small deviation feedback the input cost. R. was set equal to 1.0. The

feedback gain matrix corresponding to this cost arrangement was call K, o. While for the large deviation

system the input cost was set at 0.2. with the resulting gain matrix denoted by K0 2.

K1 .0 =(0.1411 -0.8733 0.2742)
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K =. -0.1086 -2.1146 0.5843)

Fhe logic for the feedback design was that it was desired that the systems input was freer in the large

disturbance case. This would give a system that would quickly slew to a region close to the desired state,

iut as the system approached that state the slewing would slow down. This could be avantageous for the

aircraft.

For most of the simulations run. both a, and 0 2 were set equal to 0.1. The state 6e effect on the

nonlinear feedback was eliminated by setting o'3 to o. The was done so that errors in a and q would be the

driving force in increasing the system's gain to speed up the response. There were simulations that were run

with a, = 0.05.

This results of the simulations are presented in Figures 2-8. Figures 2-5 are from simulations with the

inital state iT( 0 ) = ( 0.0 0.2 0.0). Figure 2 shows the unaugmented dynamics of the F-15 aircraft with

the stick-fixed. Figure 3 is the time response of the system using the feedback matrix, KI.0 . Figure 4 is

similar to Figure 3 but using K 0 2. Figure 5 demonstrates the blending of the two systems with nonlinear

feedback. Figures 6-8 show the response to the LQR system using K1 0 , the nonlinear feedback system with

sigma, = 0.1 and o'r = 0.05 to an input doublet in the commanded pitch rate qcom. This was done by

setting id = ( 0.0 0.2 0.0) from tinif equal 0 to 1 seconds, then giving the negative of Ed for the time

between I and 2 seconds.

It can be seen from the plots that the nonlinear feedback exhibits the dynamics of both linear feedback

gain matrices. At large errors the fast slew rate of the K0 2 system can be seen. While for small errors,

the smoother response of the Ki 0 system can be seen. It must be noted that in the simulations of the

nonlinear feedback system. the change in gain is a smooth function. Figure 9 shows the function I - r(.)

and 6cL corresponding to Figure 5. This type of control law exhibits a smooth overall response and could

advantageous to apply for certain applications.
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Figure 2. Unaugmented dynamics of the F-15 aircraft with the stick-fixed.
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Figure 3. F-15 aircraft with the feedback matrix KI.o.
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Figure 4. F-15 aircraft with the feedback matrix K 0o 2.
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Figure 5. F-15 aircraft with nonlinear feedback.
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Figure 6. Doublet response with the linear feedback matrix K1 .0 .
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Figure 7. Doublet response with nonlinear feedback, O'2 = 0.1.
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Figure 8. Doublet response with nonlinear feedback. #2 = 0.05.
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Figure 9. The function I - r(.) and 6' corresponding to Figure 5.
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FAILED APPROACHES

hle metnod anid example detailed aboe wa, not the most de.-,iredi miethod of implementing a nonlinear

ieedback desizn on a linear system. rhe main attempt was to aimed at transforming the linear system with

nonlinear fe-ciback to a linear system. In this tefnnique the nonlinear control ssstem in the .F state space

would be transformed into a Z7' state space. In the .-space the system dynamics. to include feedback, would

bo, described by a linear sy'stem. This does nwcessitate that the i-space to ZF-space transformation would

be a nonlinear mapping. This mapping could be generated from either the Lie Controllability Algebra or

the Observability Algebra. This would have allowen the system with nonlinear feedback to be designed,

which would be compatible with the transformation technique. with stardard linear design methods in the

transformed 5nace. [he primary complication of this method was the need to know the -"space to i-space

rransform. the irverse mapping. Even for relativeiy simple systems this inverse map could become quite

involved. MACSYMA was required to calculate these inverse maps. These maps were generated for a couple

of nonlinear feedback functions. but the resulting F-space systems were -'- linear. This problem lead to

the discovery of a misprint in the theorem pf rtaining to the transformation(2]. While the controllability or

observability algebra had to be of full rank. the system was controllable or observable, higher orders of the

;lgebras components were required to be not only combinations of the first n components but the coefficients

for this must also be constants. No nonlinear feedback laws that were applied to linear systems could be

fotind to satisfy this requirement. While at the same time it could not be proved that there were no nonlinear

feedback laws that could satisfy these requirements. Considerable time was spent on the method, as even

simple systems became extremely involved and only a few tries were made. Additional time was unavailible

to find if there were any nonliear feedback functions that would satisfy the requirements or if none would.

-This is to he left to later work.

CONCLUSIONS

The use of nonlinear feedback in the control of systems with linear dynamics does provide advantages

to the designer. The control gains can be varied with the as a function of the error signal. This allows for

enhanced system response to large disturbances. The system can be shown to be stable. The transistion
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between outer and inner ,.am matrices is smooth. [he added complexity ii the design and implementation

i. minimal.

It is desirable to determine a more general approach using modern nonlinear control methods. As

mentioned time was unavailible to accomplish this objective.
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Abstract

The main objective of this research was to investigate the feasibility of

applying an optical technique called fringe projection to quantifying aircraft

tire deformation and strains. Three different types of tires in static and

dynamic conditions, subjected to different amount of tire deflections, were

tested. The experimental results indicate that the proposed measuring system and

the optical technique were capable of measuring tire deformation and strains.

Some results of data analyses are included in this report. It was found that the

key to more accurate three dimensional geometry determination is to keep track

of the geometric change of the reference point on a tire when subjected to

loading. Finally, the conclusions for this work are made, and the future work

is recommended.
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OPTICAL TECHNIQUE FOR MEASURING TIRE DEFORMATION AND STRAINS

Paul P. Lin

In non-contact measurement, several optical techniques are available.

laser ranging can yield a dense set of depth values with which surface structure

can be obtained through surface fitting or approximation (Vemuri and Aggarwal,

1984). This technique, however, is usually slow and expensive. Stereo vision

utilizes the disparity between the projected positions of a point in two images

to infer the depth of this point (Harr and Poggio, 1976). But, the

correspondence between points in the stereo images is difficult to establish, and

the computation iu sensitive to errors introduced in digitization and camera

calibration. The well known Projection Moire technique uses a white light or

laser light source and two gratings of the same pitch (one in front of light and

the other one in front of camera) to generate Moire interference patterns. The

image is recorded in a single CCD camera, in lieu of two cameras used in stereo

vision. Another very similar technique, Shadow Moire, uses only one grating near

the object to generate the Moire patterns. The Moire contours thus obtained,

however, do not make a difference between peaks and pits unless prior information

or additional algorithms are applied. Furthermore, this technique is very

sensitive to vibration due to the necessity of superimposing two images. The

most accurate optical technique av, lable today is phase-shifting interferometry.

It takes time to make three or four consecutive phase shifts to form

interforograms, and therefore cannot be used for measurement of dynamic motion.

This technique, by nature is also very sensitive to vibration. The proposed

fringe projection technique (Lin and Parvin, 1990; Lin, et. al.,1991) uses a

single light source and only one grating in front of light projector to generate

optical fringes. No image superposition is required. In comparison with the

Moire or phase-shifting technique, the fringe projection technique is less

sensitive to vibration and much more computationally efficient.

In this report, the measuring system and methodology are described, and the

results of preliminary data analyses are discussed. The limitation of the
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measuring system is addressed, and the recommendations for improving the

measurement accuracy of this system are included.

The measuring system consists of

(1) Optical equipment: White light projector, grating, optical rails, laser diode

and CCD camera, etc.

(2) Imaging equipment: Frame grabber and image data acquisition software.

(3) Recording equipment: High resolution super VHS video recorder (VCR).

(4) Computing equipment: 486-based 66 MHZ micro-computer and High resolution RGB

monitor.

The light produced by the white light projector passes through the grating

of two directional grid and illuminate the tire surface (see Figure 1). The

image captured by the CCD camera is recorded in a super VHS video recorder, and

then sent to the frame grabber where the image data are digitized and processed.

The digital image is then displayed in a high resolution RGB monitor. The frame

grabber and CCD camera both have the same resolution of 512 by 480 pixels.

Although the highest shutter speed available from the CCD camera is 100 micro

seconds, a lower speed at 250 micro-seconds was used in order for the camera to

receive sufficient light. The camera frame rate is 1/30 seconds, so are the VCR

and frame grabber.

The principle of this optical measurement is based on the curvature changes

of fringe centeru and the spacing between them, which in turn, translates into

the change of surface height. It is necessary to specify the location of the

reference point on the tire, and a reference plane (xy plane) passing through

this point and perpendicular to the viewing direction. It is worthwhile to note

that when a tire is loaded, not only the location (x and y components) of the

reference point changes, the height (z component) of the point changes as well.
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The acquired images were filtered and analyzed with and without the use of

qrating. Without grating, some points of interest in the tire were marked with

-,ite dots. The displacements ot these points were traced when the tire was

subjected to different loads. These displacements, however, are limited te

what the camera actually sees in two dimensions. With grating, two directional

optical fringes were generated, and the fringe centers were accurately detected.

In the follow-up project, the image containing many fringe centers will be

scanned from top to bottom and left to right (see Figure 2). Finally, the in-

house developed computing algorithm will be applied to determining the three

dimensional geometry of tire deformation. In addition, strains can be calculated

by detecting the length changes of certain line segments.

Fringe 1 3 4 5 67

Starting p oint

Fig. 2 Image Data Scanning Process
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emsults and Discussion

Several weeks were spent in conducting tests on three different aircraft

tires: P-111, F-16 and KC-135. Due to time constraint, only the results of two

dimensional tire deformation analyses are reported. The detailed three

dimensional deformation and strains will be analyzed later. The results for the

three different tires are summarized as follows:

(1) 7-111 Tire:

The displacements subjected to different loading conditions are

summarized in TABLE I. With flat plate, the displacements are generally at least

30% more than those with flywheel. It is interesting to note that there is no

substantial difference in terms of displacement between "rated pressure,

corrected load" and "corrected pressure, rated load".

(2) F-16 Tire:

The displacements subjected to different loading conditions are summarized

in TABLE II and TABLE III. Although this tire is much smaller than F-111 tire

(about half of F-111), the directions of displacements when subjected to an

applied load exhibit about the same pattern as the F-111 tire. However, the

displacement magnitudes are considerably smaller (about from 50 to 100% smaller

than those of F-111 tire). This can be understood that a small tire is very much

confined by the tire's wheel, and thus there is not much room for the tire to

deform in the tire surface plane. There is a possibility that a small tire might

exhibit a relatively large out-of-plane deformation. It is true that the

magnitude of deformation has to do with the tire structure as well.

(3) KC-135 Tire:

Figure 3 shows the digitized image of KC-135 tire with white dots marked

for the purpose of tracing the displacements of the points of interest. Figures

4-6 show the same tire with the projected gird pattern subjected to loading. In
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addition to tracing the displacements of some points as done for F-111 and F-16,

the displacements of points along 00, 300, 60', 900, 1200, 1500 and 180' lines

were also under study (see Figure 7). It was to investigate how much the

displacements of points at different angular positions iange as a tire rotates.

Some interesting results are shown in TABLE IV and T:",ý; V. It was found that

the highest magnitude of displacement always , curs along the 300 line.

Furthermore, with flat plate the displacement maqt tudes are generally 30 to 50

% more in the region of t906 when compared to th.se with flywheel. Beyond the

region the difference of displacement magnitude between flat plate and flywheel

becomes much less noticcaole.
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TABLE I

F - IIl TIRE with FLAT PLATE
static load )

IA) 10 ' deflection I(B) 30 d deflection

• \C , % C

b a" b a

c /
I •"~ C

c ,a b a I.lc & a> b

F - Il TIRE with FLYWHEEL
static load )

(A) 10 7 deflection (B) 30 7 deflection

Rated pressure, corrected load Rated pressure, corrected load

"b ea" • b • ""a

/'c ,/c -
IC

a b -c c .l.4a & a >> b

Corrected pressure, rated load Corrected pressure, rated load

/c

c

/'I

\ b

a b c c e 1.5a & a >> b
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IABLE IV !!(), (1
1 0 e O(

/ 0 0 0
0

150, f 0 , 30, b

\0

/
/ '/

0 / /

1801 0 i@ , a

/ i

KC-135 TIRE

With Flat Plate

Let a, b, c, d, e, f, and g represent the magnitudes of two
dimensional displacements along 0, 30, 60, 90, 120, 150 and 180
degrees, respectively. Note that the displacements should be
symmetric about the horizontal line (i.e. 0 degree line).

(1) 10% Deflection: b > c > a > d = e = f = g
(about the same displacement between 900 and 1800).

(1) 20% Deflection: b > c > a > d > e = f = g
(about the same displacement between 1200 and 1800).

(1) 30% Deflection: b > c > a > d > e > f = g
(about the same displacement between 1500 and 1800).

(1) 40% Deflection: b > c > a > d > e > f > g
(about the same displacement along 1800 only).

NOTE: Substantial vertical component of displacement exists along
300 and 600 lines, and there is no noticeable vertical
component of displacement elsewhere.
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TABLE V

120.~M (b6O (

c0" --.~60, •

10 0'150 , f' 6 0 30 b

0\0 0

0 0

1801 g , 0, a

,,\/ //

KC-135 TIRE

With Flywheel

Let a, b, c, d, e, f, and g represent the magnitudes of two
dimensional displacement along 0, 30, 60, 90, 120, 150 and 180
degrees, respectively. Note that the displacements should be
symmetric about the horizontal line (i.e. 00 line).

(1) 10% Deflection: b > a > c z d z e = f = g
(about the same displacement between 600 and 1800).

(1) 20% Deflection: b > a > c > d = e = f = g
(about the same displacement between 900 and 1800).

(1) 30% Deflection: b > a > c > d > e = f z g
(about the same displacement between 1200 and 1800).

(1) 40% Deflection: b > a > c > d > e > f = g
(about the same displacement between 1500 and 1800).

NOTE: Substantial vertical component of displacement exists alone
300 line only; and there is no noticeable vertical component
of displacement elsewhere.
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This study shows that it is feasible to use the proposed m•auring system

to measure the three dimensional tire deformation and strains. The fringe

projection optical technique worked very well for quantifying tire deformation.

Some conclusions can be drawn as follows:

(1) The magnitude of deformation subjected to the same loading varies from one

tire to another.

(2) Depending upon the location, the magnitude of deformation varies within the

same tire.

(3) For the same tire, there is almost no difference between "rated

pressure, corrected load" and "corrected pressure, rated load". However,

there is a substantial difference between using a flat plate and a flywheel.

In general, the displacement magnitudes with a flat plate are much larger

than those with a flywheel. Thus, when we use a flywheel to spin a tire and

to test the tire deformation, the magnitude of measured displacements should

be magnified.

(4) Although the measuring system is not fast enough to trace the movement of

some points at certain angular positions in a rotating tire, it is capable

of quantifying the dynamic change of three dimensional tire deformation at

some arbitrary angular position. To monitor the geometric change at the same

angular position per revolution, a motion synchronization device is needed.

Recomgendations for Future Work

In order for the emasuring system to perform better, it is recommended that

two additional pieces of equipment be added in the future tests. They are
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(1) Fiber-optic displacement sensor: This sensor will provide an accurate

atection of the reference point's height change.

(2) Synchronizatic vices With this device, the wobbling effect can be

eliminated, an image is taken only when points of interest in a

rotating tire is at the same angular position.

Future work includes the determination of three dimensional tire

deformation and strains, and tests for measuring the tire deformation subjected

to braking and various yaw directions.
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Abstract

A large rule-based expert system having ' rules, each involving 0(10')

out of 0(105) possible Boolean conditions, can require a significant amount of

processing time to evaluate. This time can be reduced if all rules have a single

consequent and have antecedents which contain only conjunctions of the Boolean

conditions or their complements. If the consequents do not insert new facts into

the rule-base, then parallel processing can be used with even greater efficiency.

Fast processing is necessary if real-time execution constraints are imposed, such

as those associated with civilian and military aircraft cockpits during flight

operations. This paper presents efficient data structures and algorithms to

process that type of rule-base.
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EXPERT SYSTEM RULE-BASE EVALUATION
USING REAL-TIME PARALLEL PROCESSING

James L. Noyes

INTRODUCTION

The value of a rule-based expert system (ES) to help solve a variety of

diagnostic and advisory needs has been well-demonstrated over the last two

decades [2]. Sometimes, a large number, say 0(103), of the ES rules must be

continuously checked in real-time (e.g., every O(10-') seconds) due to stringent

requirements imposed by the problem. In addition, while each rule may use only

0(101) conditions, there may be a very large number of possible conditions, say

O(105), for the entire rule-base that must be checked during each time-step.

Because of these timing demands, parallel processing may be deemed necessary.

Parallel processing has become increasingly important in order to accelerate a

variety of computations (2,8]. This paper discusses research connected to the

development of a data structure and an algorithm to evaluate this type of rule-

base and the estimation of the processor speeds necessary to evaluate these rules

within the required time. The particular application for this real-time ES is

a rule-base to aid the pilot of modern fighter or transport aircraft and the

remainder of the paper will address this application. However, the results of

the research presented here could be used in other applications as well.

EXPERT SYSTEM FORMULATION

This ES rule-base formulation depends upon a state vector, a criteria vector,

a response (action) vector, and a set of rules.

The aircraft state vector s consists of continuous and discrete components

(state variables) completely describing the state of the aircraft at a given

time-step tk, of magnitude O(10"') seconds. These values are determined by a

collection of on-board sensors and there may be 0(102) of these. For example,

state variable s9, might represent the number of gallons of fuel currently in the
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fuel tank. The aircraft criteria vector c is a vector of m Boolean (True or

False) variables. Each of these variables is based upon a value of one or more

of the variables in the state vector. For example, criterion c,, might represent

the relationship between the current amount of fuel and a minimum fuel reserve

(e.g., c33 = [S 1 2 > fR]) and c33 is True as long as there is enough fuel in

reserve.

A set of n rules, of order O(103), defines the on-board expert system that

will advise the pilot and, with the pilot's consent, act on his or her behalf.

Each ES rule can be formulated in terms of a conjunction of simple Boolean

conditions which lead to a single action. If all of a given rule's conditions

are true (based upon the elements of the corresponding criteria vector), an

action will result. This action could either be an activity that is

automatically performed for the pilot or it could be a recommendation to the

pilot. All of these actions define an action vector a of size n. Each rule is

expected to involve only a relatively small number of m possible conditions. For

this paper, m is of order O(105). For example, each rule may have up to 10

conditions. The rule-base is built off-line, and not modified during the search

process. For example, a typical rule might look like this ("-" means "NOT"):

Rule RM23 : action,2 <== c, & -c 5 & c 6 & cX8 & -c4 7 & -c99

This rule is interpreted as stating that action,, will be taken if cl, c,, and c,,

are all true while c 5 , c4. 7 , and c,, are all false.

In a typical ES, the inference engine performs three standard operations: the

match operation matches the criteria against the rules to see which could fire,

the resolve operation chooses which of these rules will fire, and the execute

operation actually fires these rules and updates working memory. For the given

problem, these operations can be simplified into a simple match-fire operation

with no resolution operation nor updates.
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While it is assumed that no action alters the criteria vector c in any way

at any time-step tk, it is possible that different rules can have the same

action. Hence, by expressing each rule only in terms of simple AND and NOT

logic, its evaluation can be done very efficiently and independently. (Note that

OR constructs are equivalent to multiple rules which specify the same action.)

DATA STRUCTURE AND ALGORITHM DEVELOPMENT

The data structure and algorithms developed to evaluate this ES, are designed

to be used by a single fast processor or by parallel processors which can have

a correspondingly slower clock-speed. This data structure utilizes the notion

of a blackboard which contains the state and criteria vectors described above.

In addition, three other vectors, the action, query, and index vectors completely

define the rule-base. Unlike the s and c vectors, these three vectors are not

updated, and can reside either in the blackboard or some other data storage area.

In general, a blackboard is a global and dynamic data base for the

communication of independent asynchronous knowledge sources for related aspects

of a given problem. The aircraft system blackboard will contain the state vector

s and criteria vector c. These vectors will be updated by an independent on-

board computer (not involved in the rule search) at each time-step. Each update

of the vector c will immediately initiate a new rule search, so the rule search

must be complete for the criteria vector at time-step tk before the criteria

vector is updated at time-step tk+1. Hence, this blackboard must also be

accessible by the computer that executes the rule processing algorithm. Criteria

vector updates are discussed in (5,6].

While it is possible that a fast single processor computer could be used on

the aircraft, the most likely hardware configuration for the rule processing

algorithm will involve eight (8) parallel processors. Transputers are expected

to be used. One of these eight processors will serve as the combined master and

I/O processor, and will have one of its four serial I/O ports connected to the
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common data bus on the aircraft. This processor will accept the criteria vector

and possible pilot input and provide the ult: .te rule search output. The

remaining seven (7) processors may use each of their four I/O ports to connect

to any other processor. A pre-set architecture will be employed.

Both algorithms presented in thia paper should be considered as prototypes

and have been implemented in Pascal. If a particular algorithm is sufficiently

successful, it will be eventu'lly be implemented in Ada. This will permit a

ready transition to operational aircraft. Mil-std versions of transputers exist.

Together, transputers programmed in Ada represent a mature and installable

parallel processing capability that takes advantage of modern processor

architectures.

Method-1

The simplest method for this ES evaluation is based upon assuming prioritized

if-then action rules. This is equivalent to a priority-oriented backward

chaining method. This is the obvious choice when n << m and no other assumptions

are made about available data. (Note that if these rules were not prioritized,

then this first algorithm could be viewed as a forward chaining algorithm.)

Because no OR-logic is present in a given rule, the current rule-processor should

stop with the first False for ci (or first True for -ci). If these rules were

ranked and evaluated from highest to lowest priority, then the first action

produced (if any) would be the most important from the pilot's point of view.

If required, different levels of parallelism could be employed during this

evaluation process. If the processing time is not fast enough, then rules having

the same priority could be grouped according to their number of criteria in order

to equalize the work among the parallel processors [7]. A simple example of a

rule-base with four rules is:

Rule Rj: action, <== c, & c, & -c 4 & c 4 0 & -c, 8 & c,, (Highest Priority)
Rule R2 : action, <== c 2 & c4 & c12 & -c85
Rule R,: action2 <== c, & c99
Rule R4: action3 <== c, & c,, (Lowest Priority)
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These could be represented efficiently by using three vectors: the previously

discussed action vector a, a query vector q, identifying which criteria have to

be checked, and an index vector End, that delimits the criteria that appear in

each of the rules. For the above rule-base, consider:

Rule 1: a , = 1; q, = 1, q2 = 3, q 3 ' -4, q4 = 40, q5 = -98, q, - 99, so
Start, = 1; End , = 6

Rule 2: a2 = 1; q, = 2, q, = 4, q, = 22, q 10 = -85, so
Start 2 = 7; End2 = 10

Rule 3: a 3 = 2; q11 = 5, q 12 = 99, so
Start 3 = 11; End3 = 12

Rule 4: a4 = 3; q, 3 = 1, q14 = 50, so
Start 4 = 13; End4 = 14

Here q employs positive integers to indicate the indices of the criteria used in

the rules and negative integers for the indices of the criteria complements (NOT-

conditions). From the previous example, one has the 14-element query vector:

q: i 11 31-41 401-981 991 2T 41 221-851 51 991 1T 501

This allows for direct and very fast access to the c vector stored on the

blackboard (only one internal integer multiplication and addition are needed to

compute any cell address). If multiprocessors are used, this Boolean criteria

vector c can be accessed from the blackboard by all of these parallel processors.

If multicomputers are used, c would be communicated to the local memory of each

processor and this communication time will need to be considered [1]. Each

processor also must use components from the query vector q. Note the

relationship Start,+1 = Ends + 1 with Start, = 1, so only the End unsigned int-ger

index vector is actually needed by the algorithm. In this example, one has:

End: 61 101 121 1,41 which implies Start: I 11 7 111 131

This method yields Algorithm-1, presented next, which is a relatively simple and

straightforward algorithm that can utilize these data structures.
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Forall i :- I to n do in parallel
begin

if i - 1
then j 1
else j Endi_, + 1;

Fired := TRUE;
while j < Endi and Fired do

begin
k := qj;
if k > 0 and not ck then

Fired := FALSE
else if k < 0 and CAk then

Fired : FALSE;
j j +1

end;
if Fired then perform action a,

end

In Algorithm-i, the Forall statement creates up to n parallel processes. If

p is the number of parallel processors and p > n, then this loop completes as

soon as the slowest of these processes has finished execution. Here the total

parallel processing time at a given time-step is the maximum of these times. If

p < n, then the next available processor would evaluate the next unprocessed

rule, hence the total parallel processing time at a given time-step is then the

maximum of all of the sums of the individual processor times. Notice that this

reduces to a normal sequential processing algorithm when p = 1.

For example, if p 2 4 and it takes an estimated average of 50 microseconds

to check each condition in the previous 4-rule situation, then 4 copies of the

loop body will be created on 4 different processors, each with its own value of

the loop control i-variable. These will execute in parallel with respective

times of 300, 200, 100, 100 microseconds, at most (as soon as a FALSE is

determined, the process stops for the current rule). This would then take at

most 300 microseconds in parallel versus at most 700 microseconds if done

sequentially, giving a speedup of 7/3 or approximately 2.3. Here the action

performance time (e.g., displaying an information screen) was not considered, nor

was processor-assignment overhead or communication time. of course, any of these

three times can have a significant effect on this ES evaluation process.
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Method-2

The previous method does not take advantage of searching in any informed way

whenever a state variable (and hence a criterion) changes, because the indexing

is in the opposite direction from rule to criterion. A second, combined forward-

backward chaining method, could be used to check only the rules whose criteria

values have changed since the last evaluation of the rule-base. To do this, one

could also index in the opposite direction, checking only the rules having newly

changed (currently "active") criteria. The forward phase identifies the changed

criteria and rules that use these criteria. The backward phase is the same as

before with presumably fewer rules to process. For example, using the same four

rules as before, one could have something like:

Criterion c1 : NeedToCheck, = False; First, = 1; Last , = 2; r, = 1, r 2 = 4
Criterion c 2 : NeedToCheck2 = True; First 2 = 3; Last 2 = 3; r3 = 2
Criterion c3 : NeedToCheck 3 = False; First, = 4; Last, = 4; r 4 = 1
Criterion c4: NeedToCheck 4 = True; First 4 = 5; Last 4 = 6; r, = 1, r 6 = 2
Criterion cs: NeedToCheck, = False; First, = 7; Last 5 = 7; r, = 4
Criterion c,: NeedToCheck 6 = True; First6 = 0; Last, = 0; not in any rule

.... eoe.. ................................ o ...................... ...........
Criterion c,,: NeedToCheck,, = False; First,9 = 13; Last,, = 14; r, 3 = 1, r1 4 = 3

Assuming criteria c 2, c4 , and c, were the only ones that changed (their

NeedToCheck components would be set to True in the blackboard), the above would

cause Rule 2, Rule,, and Rule 2 to be consolidated into the set { Rule,, Rule2 } with

the components NeedToCheck 2 , NeedToCheck4 , and NeedToCheck 6 being reset back to

False. The efficiency of this method is related to the number of active

(recently changed) criteria at any time-step. The number of criteria that change

at any time-step is highly dependent upon the application. The fewer the

criteria that change, the faster this method will be, but this method is more

complex and requires both more data and storage than the previous method.

Each change in the state vector s at time-step tk can cause the status of the

Boolean criteria vector c (and its corresponding NeedToCheck vector) to change.

Each criteria vector change, in turn, causes a set (or prioritized list) of rule

numbers to be defined. Each rule in the set would contain at least one of the
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changed criteria and only the rules in this set need to be checked to see if all

conditions hold. Once these rules have been identified, the actual criteria

checking itself is done in the same manner as in Algorithm-1.

DEALING WITH UNCERTAINTY

In practice, one or more sensor failures may lead to undetermined (uncertain)

components of the state vector a, which may lead to one or more unknown

components of the criteria vector c. For any given rule, one of three situations

must hold at time-step tk: (1) all its criteria are known, (2) there are unknown

criteria, but at least one of the known criteria fails to be satisfied, (3) all

of the known criteria are satisfied, but there are still unknown criteria. The

first two situations are easily addressed, since it can be exactly determined if

the rule will fire or not (in the second case it will not fire). In the third

situation, the values of the unknown criteria determine whether the rule will

fire or not. Because of the possible interdependence of criteria, it is very

difficult to determine any type of formal probability measure associated with the

firing of this rule since multi-variable conditional probabilities are involved.

However, it is possible to report a possible action by simply keeping count of

the number of criteria that are unknown for the given rule. This requires that

each component of the criteria vector c have one of three conditions (True,

False, Unknown), instead of just True or False as used in Algorithm-i.

The algorithm to do this is a variation of Algorithm-i, but is slightly more

complex and takes more processing time. This is because an additional IF-test

is needed and two additional counting operations are necessary for the reporting

when one or more of the necessary c values are unknown. The reporting of the

Ucount/Ncrit ratio is intended to give the pilot some measure of exactly how many

unknown criteria (Ucount) exist relative to the total number of criteria (Ncrit)

that are used in the given rule. For example, if there are ten criteria in the

rule and a possible action is reported with a ratio of 1/10, then the pilot might

place more confidence in it than if a ratio of 7/10 was presented.
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The algorithm designed to deal with this uncertainty is presented below as

Algorithm-lu:

Forall i := 1 to n do in parallel
begin

if i = 1
then j : 1
else j Endi-, + 1;

Fired TRUE;
Ncrit 0;
Ucount 0;
while j < Endi and Fired do

begin
k := qj;
if c1k1 is Unknown then

Ucount := Ucount + 1
else if k > 0 and c, is False then

Fired FALSE
else if k < 0 and Ck is True then

Fired FALSE;
j := j + 1;
Ncrit := Ncrit + 1

end;
if Fired then

if Ucount = 0
then perform action a3
else report possible aj with Ucount/Ncrit ratioend

This algorithm could also be modified to report exactly which unknown

criteria caused the problem. When considered in the total application context,

it may also be useful to report the failed sensors that caused the unknown

criteria.

SIMULATION GUIDELINES AND RESULTS

The software and hardware realization associated with the rule processing

algorithm will depend upon the amount and frequency of the available data and the

real-time constraints for the solution. To see if an algorithm is acceptable,

it could be implemented within a specially written Turbo Pascal simulation

program such as PASIM (Pilot's Associate Simulator). This simulator can be used

to test Algorithm-i and estimate both the sequential and parallel processing

speeds. Because of the interest in handling uncertainty, the PARSIM program was

developed to test Algorithm-lu. PARSIM can be thought of as an extension of
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PASIM that also allows the user to incorporate an uncertainty percentage that

will also simulate sensor failures throughout the flight. In this section,

sample simulation results are given for both of these algorithms. However, most

of the emphasis is placed upon Algorithm-lu as implemented by the PARSIM program.

The current PARSIM program parameters include: (1) a maximum of 10,000 rules

that are assumed to be in priority order, (2) a maximum of 10,000 different

actions (during a given time-step, actions can be listed for all the rules that

are fired), (3) a maximum of 32,760 different criteria can be used altogether

(this is the largest single block of data allowed in Turbo Pascal and 32,767 is

the largest positive integer), (4) a maximum of 8 transputer processors can be

used (one of these used strictly for I/O). The use of dynamic (array) variables

in the program was ultimately necessary to allow the sizes achieved above.

In order to perform an effective simulation, one needs to know the processor

speed in: (1) evaluating a single Boolean condition ci, and (2) performing any

recommended action produced by a rule. The Inmos transputers to be simulated are

T800-20 32-bit models with math coprocessors. These transputers have a clock-

speed of 20 MHz and up to 4 megabytes of memory. The transputer rule processing

speeds are unknown, but the more critical condition evaluation speed can be

estimated or bounded by empirically timing this evaluation on the processors

below (all including math coprocessors). Here are the approximate averages of

the measured processing speeds required to evaluate a single criterion based upon

Algorithm-i:

Intel 80386/16MHz: 81 microseconds = 8.1x10-5 seconds
Intel 80486/33MHz: 16 microseconds = 1.6x10-s seconds
Intel 80486/50MHz: 12 microseconds = 1.2x10 5- seconds

The 386/16 processor is the slowest of these and presumably the closest in

processing speed to the T800-20 transputer. For Algorithm-lu with the 386/16

processor, the approximate average criterion evaluation speed was found to be 115

microseconds (i.e., it takes almost 42% longer to evaluate a single criterion).
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PARSIM randomly generates up to a given number of conditions for each of n

rules. It also generates random Boolean values for m conditions, and updates

them at random for each time-step. Many random numbers are required during a

typical simulation. The built-in Turbo Pascal pseudo-random number (PRN)

generator called RANDOM, did not produce a sufficient amount of PRNs, so the

uniform (0,1) real full-period PRN generator (implemented with 32-bit integers)

is employed [3,4]. This is done with the seed update s := 16807s mod 2147483647

and producing the uniform PRN by using u := s/2147483647. As usual, at the

start of a typical simulation, the "randomized" initial seed s is obtained from

the system clock.

A nominal mission length for a fighter aircraft (such as an F-16) might range

from 1-2 hours up to as many as 5 hours of flying time. If one assumes that

sensor updates all occur at 0.1 second intervals, this dictates the simulation

time-step. For example, a 90 minute flight would take 54,000 time-steps

(90x60x10), and if there were 10,000 rules with up to 10 criteria per rule (an

average of 5 criteria per rule), it would take about eighteen hours to run the

PASIM code on a 486/33 machine. The PARSIM code takes longer, for the reasons

already indicated, hence a much shorter number of time-steps was used.

In the simulation, all rules in the rule-base are evaluated for each time-

step in the flight, this is to produce the "worst-case" situation so that any

necessary processor speed-up can be identified. Obviously the search could be

significantly faster if the algorithm could terminate after the first action was

performed.

Figure 1 indicates essentially what is shown on the screen when PARSIM

executes (the screen size has more columns than this page of text so the wording

has been slightly modified). The underlined quantities represent the simulation

input and output values. As with any simulation, these values contain a measure

of uncertainty.
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Specifically, Figure 1 shows the input and output of a short PARSIM

simulation with 4,000 rules with up to 10 criteria per rule generated. The

number of unique actions chosen does not affect the simulation and was

arbitrarily chosen to be 4,000 also. The input of 1.15e-4 indicates the

estimated average time, in seconds, that it will take the on-board rule-processor

to process a single criterion (typical of a 386/16). The action time is input

as zero, since it is assumed that the ES triggers another computer to perform

this action. No intermediate output is requested (it is only feasible to do this

when the number of rules is very small). Here 12,000 is the number of time-

steps. Depending upon the sensor update time, this could correspond to different

flight times. For example, if 0.1 seconds is the update time, then 0.1x12000

seconds corresponds to 20 minutes of flight time, but if 0.5 seconds is the

sensor update time, the flight is 1 hour and 40 minutes in length. The number

16027 is the total number of unique criteria generated. When the user enters 10,

it indicates that 10% of these are expected to fail before the end of the flight.

Rule Simulation Program
This simulates the real-time processing of a set of expert system rules.
Logical contradictions within the generated rules are not guaranteed, nor are
the absence of duplicate ru!e.P Neither should significantly effect the
simulation. It is guaranteec t.:at there will be no duplicate criteria in a rule.
INPUT:
Enter the number of rules to generate (1,..,10000): 4000
Enter the number of different actions (1,..,10000): 4000
Enter the criteria limit for each rule out of 32760 possible (1,..,28761): 10
Enter the simulated time needed to evaluate a single criterion: 1.15e-4
Enter the simulated time needed to perform a single action: 0
Enter the number of parallel processors (2,..,8): 8
Enter the amount of intermediate output desired (0 is nominal)
- None(0), First Action(1), Rules & Actions(2), Rules, Actions & Criteria(3): 0
Enter the (non-negative) number of simulation time-steps: 12000
Enter the uncertainty percent for the 16027 criteria generated (0.0,100.0]: 10
OUTPUT:
The actual lapsed system clock a-time was 1.499850E+0003 seconds, with 21966
criteria processed and 1723 unique rule(s) out of 4725280 fired.
on average there were 5 criteria per rule with 3.125E-0005 seconds
needed to process each rule and 1.250E-0001 seconds for the entire rule-base.
The simulated sequential s-tiz.e (one CPU) was 1.034389797E+0004 time units.
The simulated parallel p-time (E processors) was 1.529650535E+0003 time units.
Max{a-time}= 1.7000E-0001, Max{s-time}= 9.0988E-0001, Max{p-time}= 1.3720E-0001

Figure 1
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In the output, the a-time is the total time that it takes the computer

executing PARSIM to process all the criteria in all the rules for the entire

flight. (The example in Figure 1 was run on a 486/33 and took 1,499.85 seconds

to do this.) Its main purpose is to help determine the overall average single

criteria evaluation time for the partictilar computer being used. If the user

enters a I for the single criterion evaluation time, then the s-time (simulated

sequential time) is simply a count of the number of criteria processed. By

dividing this count into the a-time, one obtains the average time that it takes

to process a single criterion for the processor on the computer currently being

used. By making several runs of this type (e.g., 15 runs), one can obtain a

reasonable estimate of this overall average.

The key output values are the last two given in this figure and represent the

maximum simulated sequential and parallel times over the entire flight that it

will take to evaluate the rule-base. From these two values, it can be determined

if the entire rule-base can be processed in less time than the sensor update

time. For example, if the sensor updates are done every 0.1 seconds, then the

rule processing time at any time-step must not be slower that this. Here a

single processor takes slightly over 0.9 seconds to process the entire rule-base

with the sequential form of Algorithm-i, while the 8-processor parallel version

of the same algorithm takes slightly over 0.1 seconds. For this single

simulation, neither the sequential nor the 8 parallel processors (only 7 actually

processing the rules) will process the rule-base within an acceptable amount of

time. However, if the sensor update time is 0.5 seconds, then the parallel

processing is fast enough since 0.1372 < 0.5, but the sequential processing is

still not fast enough. If this algorithm is implemented on multicomputers that

have no common memory, then data, such as the c vector, will have to be

communicated to each local rule-processor for each sensor update cycle. This

takes an additional amount of time. For example, if this time were 0.2 seconds,

the parallel processing is still fast enough since 0.3372 is still less than 0.5.
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Of course, conclusions such as the above should not be based upon just one

simulation run. One should run several simulations, at least 10, with the same

number of rules for long time periods (e.g., equivalent to 5 hours of flight

time) in order to draw conclusions with a sufficient amount of confidence. Sin'-

it will take approximately 1 hour and 24 minutes to perform this simulation

a 486/33 microcomputer, a lot more running time is needed.

If uncertainty is not a concern, then Algorithm-i can be used as implemented

by PASIM. Using the same inputs as above, except that 8.le-5 is used in place

of 1.15e-4 (no uncertainty percent is needed), one finds that the maximum

sequential time is almost 0.6 seconds while the maximum parallel time is under

0.09 seconds. Hence, based upon just one run, on would conclude that parallel

processing of 4,000 rules is fast enough even when 0.1 second sensor updates are

used. This does not take any additional communication time into account.

There are some PARSIM (and PASIM) system limitations that should be

mentioned: (1) Due to the problem requirements as well as the clock precision

on the simulation computer (1/100th of a second), one should not expect reliable

timing estimates with fewer than 1,000 rules. (2) The upper limit is 10,000

rules, but if one simulates a rule-base of around 10,000 rules and chooses a

maximum of, for example 10 criteria per rule, then on average 50,000 criteria

would have to be kept in the q array. But, this array is limited to 32,760

locations, so the code will automatically reduce the number of criteria per rule

near the end of the generated rule-base to ensure that each rule has at least one

criterion. Hence, the actual average number of criteria per rule may be closer

to 3 than to 5 because of all of the rules that must have only one criterion.

It is up to the PARSIM user to determine if this average is realistic. (3)

PARSIM times do not take into account any processor assignment or data

communication times. These depend upon both the architecture and hardware being

used.
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Most of the simulations that were run during this investigation used rule-

bases of sizes from 1,000 up to 6,000. The number of distinct actions was

arbitrarily input to be the same as the number of rules since this has no effect

on the simulation timing at all. (However, if one wishes exact simulation

reproducability, this can be input as a negative number, and the absolute value

of this number is used as the initial PRN seed instead of using the system

clock.) Two different rule limits were investigated, up to 10 criteria per rule

and up to 20 criteria per rule. For example, if a rule is needed to identify a

radar according to six pairs of parameter ranges, then up to 12 criteria may be

needed in this rule (e.g., 710 < f, <j 855 yields c, = f, > 710 and c 2 - f, <_ 855).

Two different time-steps were also studied, 0.1 and 0.5 seconds. These were

the thresholds used to determine when the simulated maximum sequential or

parallel times were good enough, meaning smaller than 0.1 or 0.5 seconds,

respectively. The criterion evaluation times depended upon the algorithm being

used. As stated earlier, on average, it was found that Algorithm-1 used 81

microseconds and Algorithm-lu used 115 microseconds to evaluate a single

criterion for the 16MHz Intel 386 processor which is the available processor

closest in clock speed to the 20MHz transputer.

CONCLUSIONS

Due to the short project time available and the large amounts of running time

required, only one or two simulations were made for each rule number and criteria

limit combination. All of the conclusions below are based upon these limited

cases and should be viewed accordingly. In particular, for maximum rule-base

evaluation times close to any desired threshold (e.g., 0.1 or 0.5), more

simulations will be necessary.

Based upon the simulations using Algorithm-1 with the PASIM program (no

uncertainty addressed), eight parallel processors with a clock speed of 16MHz or

faster were always able to process a rule-base of 4,500 or fewer rules having a
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maximum of 10 criteria per rule. Single processors at this same speed were

unable to do this in under a tenth of a second. The average maximum speed-up was

6.6, using 1 master and 7 rKle-processors. A faster single processor, such as

the 50MHz Intel 486, wot) J be able to process the same 4,500 rules within this

same time.

Once "ncertainty is introduced into the criteria vector, the processing time

increases. This was i vestigated by using Algorithm-lu in the PARSIM code. Here

the estimated average time to process a single criterion goes from 81

microseconds to 115 microseconds. In order to process all of the rules within

a tenth of a second, with up to 10 criteria per rule, the simulation showed that

number of rules in the rule-base had to be reduced to 2,500. It appears that up

to 2,000 rules, each having up to 20 criteria can be executed in parallel under

a tenth of a second (with no extra communication time taken into account).

without parallel processing, not even 1,000 rules could be evaluated. If the

sensor update time is increased to a half-second, then up to 6,000 rules with up

to 20 criteria each can be processed in parallel (even with a 0.2 second

communication time added).
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ABSTRACT

A one dimensional theory is developed for modeling the analysis of beams containing

piezoelectric sensors and actuators. The equation of motion and associated boundary con-

ditions are derived for the vibrations of' piezoelectrically actuated beanis. k generalized

variational principle is used to forimilate hlie equation of inotion. taking into account the

interfacial shear stress concentration near the ends of the actuators. This is accomplished

by introducing a "'stress function" into tle beam's compatibility relations. This function

has its maximum value at the ends of a piezoelectric actuator and decays exponentially

in the longitudinal direction. The effect of coupling between longitudinal deflection and

bending deflection is investigated in the present study. For the practical applications, in

according with the proposed beam theory, a one-dimensional finite element formulation is

presented. The proposed beam theory as well as the finite element approach can be easily

used in developing a formal two-dimensional theory for piezoelectrically actuated composite

plates and shells or other phYsical systems.
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A NEW MODELING TECHNIQUE FOR PIEZOELECTRICALLY

ACTUATED BEAMS

Mo-How Herman Shen

INTRODUCTION

One of the major areas of DoD. NASA. and the Air Force research in engineering

involves structural mechanics which is concerned with developing lighter, stronger. and more

durable structures that call be applied to a variety of flight vehicles ranging from helicopters

to interplanetary spacecraft. lhe future direction in this area. is to expand the limits of the

vehicles' structural performance which ar'e able to sense, to respond. and to con rol their own

characteristics and states., o as to achieve iiuch higher levels of operational performance

to meet mission requuirements. In general. these types of structiire.• are 'called Adaptive

Structures or Smart Structures. Realization of these new structures is possible only by

extensive research in the areas of materials, monitoring, diagnostics and identification, and

adaptive control integration. Toward that goal. in the beginning, a considerable amount of

research effort has been expended in attempting to understand and construct new materials

that would be able to sense the environmental uncertainties and actively adapt themselves

to the environment.

Piezoelectric materials have been widely used as sensory' and active materials in many

applications in the area of Adaptive Structtures. One of tihe engineering clhallenges is

the modeling of the actuation mechanisms in the actuators and siuhstructure. Extensive

research 1-8 have been done analytically as well as experimentally on the implementation

of mechanics of structure and the electric energy of the p)iezoelectric actuators. Almost all

the studies so far were conducted based on the conventional beam or plate theories where

a local stress/strain field is not considered. However, it has been found out in many appli-

cations that the models based on those conventional beam or plate theories cannot achieve
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an accurate desired structural form iii according with the provided co(ic " t ergy. In turn.

a more detailed modeling technique is needed in order to accurately and effectively l)redict

the actuation mechanisms of integrated active structural system.

Recently. several studies'- 4 have been expended in attemptine ý) understand and

model the actuation mechanism in beams with piezoelectric actuators. Such a task is

complicated 1,y the fact that the transverse shear stress (possible the transverse normal

stress) is concentrated at the ends of the actuators. It has been clearly indicated in the

studies by Robbins and Reddyv and Lin and Rogers 2' 3 that the stress concentration is

indeed significantly affecting the actuation mechanisms. (Consequently. in order to design

an adequate piezoelectric actuators and 1o provide an accn raie act-uation mnechatismm. the

stress coticenItratioli nii.n t IiI(hi(lIdv iM the inatheiuatical tiodvhls. particularly for those cases

requiring relatively thick actuators.

The objective of the study is to further (develop an effective one-dlimensional mat hemat-

ical model for determining 1)e (yvnamic responses of beams with piezoelectric a itors (see

Figure 1). This model is based on Timoshenko beam theory and general kinematic assump-

tions which account for the coupling effects between longitudinal vibration and bending

vibration as well as the effects of an interfacial shear stress concentration near the ends of

the piezoelectric sensors. A corresponding experimental study is also carried out to verify

the analytical predictions. The use of this new theoretical model to structural damage

detection and identification and active controls of structural systems is also discussed.

THEORETICAL DEVELOPMENT

Main structure

The geoe v of a beam is shown in Figure 1. In the main structure. indicated by

beam I in Fi 1. only transverse vibration is considered. The assumptions using the
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Timoshenko beam theory to include shear deformation elfects are sumniaried as following:I 19 = 0, 1 i t = wx.t) ). = - LL" +.)
Erxr:ILs jz: -.

O = : "= (3'• r: -

X , = .V, X = .4' = 0

where u, are the displacements referring to cartesian axes X. y, z; a and ( represent stress

and strain. 3 is the angle due to shear force. and Xi and pi are the body forces and velocity

components, respectively.

The equations of motion can be derived in terms of displacement it and shear angle 3

through classical variational principles such as flamilton's - principle. This gives

E'I(,w"" + 3') +pAui, = 0. (2)

E'I( W,'" + .3") - .4KG'3 = 0. (3)

along with the associated boundary conditions. Here. K is the shear correction factor. and

E*. G' are the effective beam bending and shear moduli. respectively.

Piezoelectric devices

In Figure 1. the piezoelectric devices are divided into the upper (beam 2) and lower

devices (beam 3). The governing equation of motion of each device is derived according to

the same procedure as for the main structure (beam 1).

Since the distribution of the normal stress (a,.,) is related to the electric filed. the

constitutive relations of the piezoelectric devices are undefined. In the absence of the

subsidiary compatibility and constitutive conditions, classical variational principles cannot

be applied to the present problem. However. these principles can be generalized by the

introduction of Lagrange multipliers to yield a family of variational principles that includes

the Hellinger-Reissner principle in elastodynamical problems and the Hu-Washizu principle

in elastic static problems.
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In this work. the Hu - WVashizu principle will be modified to include the virtual work

done by the inertial and electrical forces. i'his yields the following functional:

=pp, il - . Ip . (-e( , + + D ,E , + u,, - . ( n, + u ,))a ,

+ .,u,]de + j , g1,(IS + j .(ui - ui,)ds + l QOds }dt (4)

where p is the density. A(Ei.) is the strain energy density function, the g, are the respective

surface tractions, Q is the electrical charge applied on the surface .,,, V' is the electric

potential, Di are the electric displacements. Ei are the electric field. v is the total volume

of the system, s is its external surface. and ,,, is the external surface that covered by the

piezoelectric actuators and ,(ensors.

IThe functional .1 of Eq. (4) has stationary values for the actual solution for the inde-

pendent quantities i,. p,.. and a,(,. Therefore. from variational principle. for arbitrary

independent variations of ýu, ( within conditions bu(t1 ) = bu(t 2 ) = 0 ). bpi, b&,. and aoi,

the first variation of the functional .1 equals zero. i.e.. h.]=O. and i. listed as follows:

b.= + x, - ppi)b Ui + ((.1 -- ..

+Di6E, + [(,j - .( U,.j + uj., )]bai, + [piti - (-ppipi ).v,]pi}dv

+j q, hi.5d+jii - QUd.%}dt = 0 (.5)

The overbarred quantities 9i and ai denote the prescribed values of surface tractions and

surface displacements. respectively.

The kinematic assumptions for beam I and beam 3 is defined as follows:

it 0 .- = w(.r.=). .,. = -z(w' + 1)

p,1 = 0. pV =0. p_ = P(X, t)
(x. = 1 (Xz : = -- I

( = = (6)

O'rx = a.,(x.z. t) + dxzE(-E.) oz. = a.A(x.z.Ij

X, , = X4,X = 0
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where ui(i = .r.y.z) and 3 are the displacements and the shear angle referring to the

beams 2 and 3's cartesian axes x. y. z: a and ( represent stress and strain, and X, and p,

are tile body forces and velocity components, respectively.

This kinematic assumptions (6) are substituted into the above formnulation (5), whereby

the problem is reduced to a form corresponding to the beam model. The equations of motion

can be derived in terms of displacement ivi and shear angle 3, by subsequently integrating

by parts each term of Eq. (5) and then integrating over the section. This gives

fill litEpIp(u,11 + 31") + ppAp1 ,w,=0. (7)

/PI'( wj' + 3 )- PG = . (8)

and

d2 V
- dx:QpEp( , -;- ")3() + -Ejd2) =0: Q=J :dA,. j= 2 .3. (9)

where Ap. Ep, and (;p are the cross sectional area. the piezoelectric beam bending and

shear moduli of the piezoelectric devices, respectively. •C and d,: are piezoelectric strain

constant and electrical permittivity. respectively.

In Figure 2, the piezoelectric devices are bonded to the upper surface (beani 2) and the

lower surface (beani 3). The governing equations of motion (Eqs. 7-9) of each device have

been derived. However. the effect of in-plane displacement u2 and u3 on the location of the

neutral planes of beams 2 and 3. respectively, should be considered in order to achieve the

matching conditions.

u2 (x) = C.2 U''(x): u3 = t3w3(x),; w1(x) = w2(X) = WI(x) (10)

along the each piezoelectric devices. The distance between neutral planes of the upper device

(beam 2) and the main structure (beam 1) is designated f2. Similarly, (- is the distance

between the neutral plane of the lower device (beam 3) and the main structure (beam 1).

In the piezoelectrically covered region longitludinal motion is therebY coupled with bending
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motioni. and the longitudinal vibration in the piezoelectric devices changes the bending

vibration of the main structure. In other words, in order to describe the bending motion of

the beam with bonded piezoelectric devices, in addition to analyze Eqs. (7-9), the governing

equation for the longitudinal displacement a.

EP A p Ap; , = 0, j = 2.3. (11)

should be also included.

Locai Rayleigh-Ritz Method

In this stud.y a local Rayleigh-Ritz Method is used. to calculate a piecewise continuous

fit to the deflection shape. The displacements. u'(x). J. and f are approximated by using

cubic and linear polynonials defined over spl, cific segmeits of the structure. here it is called

subbeam. The coefficients of the polynomials are determined uniquely in terms of the

displacements at the end points. The displacements at a point within the ith subbeam are

approximated as

i(= F' (q)w. 0 < 1. -I•, (12)

= HT(I)3 • 0 '1 1, - (13)

and

()= rqLL'(~. 0• < I< I., tl-0

where F = [Ft. F2 . F3. F4]T and H = [H1. H2]T are vectors of prescribed (shape) functions

of position and tv, 3, and yt are vectors of end transverse deflection and its slope, shear

angle. and longitudinal displacement for the i-th subbeam. The shape functions (F,),=I.....4

and (H3 )j=1.2 are listed in the Appendix.

Tfhe static problem is expressed as

[Kejd f(
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where d) is the vector of nodal displacements fIOr the bains 1. 2, and 3 (d = 'E. .j of beam

1: = (w.J . a,, V". 1 "6)T for the beam 2. ifj = 2 and beam 3. if j=3). and [K.]. f are the

global stiffness matrix and load vector, respectively. The assembly process used to obtain

these matrices is symbolically described by

Kf ]) = E f [k1]) (16)

where di, [ki] and f, are the nodal displacement. stiffness matrix and nodal load. respec-

tively, for the i-th element. and the summation extends over all N elements.

The stiffness and mass matrices have dimension 6 x 6 for the elements located in the

main structure (beam 1) and 10 x 10 in the piezoelectric devices.

RESULTS AND DISCUSSION

The fcllowing examples of continuous or distributed sensing/actuation problems were

constructed. The first example. as shown in Figure 2. is a cantilevered bimorph piezoelectric

beam. which consists of two identical PVDF beams. The second case is a cantilevered

aluminum beam with six pairs of piezoelectric PZT sensors bonded to the top and bottom

surfaces of the beam.

Piezoelectric PVDF bimorph beam

The first example corresponds to the studY deflection of a piezoelectric bimorph beam

which is made of two layers of PVDF (piezoelectric polymeric polyvinylidene fluoride) with

opposite polarity, material properties of the PVDF is listed in Table 1.

The finite element mesh with ten identical elements to model the bimorph beam is

shown in Figure 2. Five elements are used upper and lower layers to approximate the de-

flection in bending and stretching produced from an applied voltage. The effect of coupling

between bending and stretching deflections is included by enforcing the matching condi-

tions of Eq. (10). The static deflections of the 5 nodes are calculated when a voltage, I V,
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applied across the thickness of the beam. The results are presented it Iable 2. in which

the nodal deflections calculated by tihe proposed modeling technique are within 4.4% in

comparing with the theoretical predictions obtained by Tsou and TsengS. ['he predications

from their's three dimensional finite element approach using five eleven-noded hexahedron

element are -1.4% to 10.0(/, off of the solution. This probably because the 3-I) finite element

used in their study was relatively rigid than the present beam element.

The tip deflection of the beam is also calculated and compared with the results from

Ref. [8] for various applied voltages rang from I to 200 V as shown ill Figure 3. The

comparison between the calcufated deflections based on the present modeling technique

and the theoretical predications is in relatively good agreement.

In order to exame the sensing capability of the modeling technique. the output voltages

of each sensor (element) are calculated w\'hen the tip (leflection reaches to I cm under all

applied tip load. The results are compared with the 3-D finite element predicationss in

Figure -1. It is important to note that the resulted voltage of each sensor calculated in the

present approach is a constant value which is quite different than tile continuous voltage

distribution along the beam presented in Ref. [8].

Piezoelectric PZT sensered actuated beam

An example of an active beam that wvas tested is illustrated it, Figure .1. The beam is

cantilevered and is made of aluminum having dimensions: - in. thick x 1.5 in. wide x 15

in. long. Six pairs of piezoelectric actuating and sensing pads ( 1.0 in. long x 0.01 in. thick

PZT having top & bottom electrodes) is epoxied to the beam. symmetric about the beam

axis centered and I in. from the support and the free ends. The material properties of the

aluminum and PZT are p)rovided in Table 1.

"The output voltages of the each sensor pair axe calculated when the tip deflection

reaches to - in. (=0.047674 cm) under an applied tip load. Calculated voltage of sensor

pairs 1. 2. and 3 presented in Table 3 show in close agreement with the experimental done

23-10



by Dr. Joseph J. Jlolkan I p I t thlie p E I StrUictural Dy) t namc Iriianch..i. Si ru¢turc. D% )1iion. Wright

Laboratory.

CONCLUSIONS

A modeling technique for the flexural motion of a beam containing distributed piezo-

electric devices is presented. It is based on a key kinematic assumption made to satisfy the

compatibility requirements in the vicinity of the interfaces between the piezoelectric devices

and the main structure. The idea is to include the coupling between longitudinal deflection

and bending deflection in the analysis I)proIess.

The governing eq ialiouj amid assoc'iaed honidarv (ondilions arie derived muder the

generalized variationlal principle. lh(e derivation procedurc i. tusied lor the cases of short

beams or composite beamns which the effect of shear stress concentration near the crack-tips

becomes important. The validitY of the theory is established by examining static deflections

a cantilevered piezoelectric PVI)F bimorph beam as well as a cantilevered aluminum beam

containing 6 pairs of distributed PZT sensors and actuators. The analytical solutions show

excellent agreement with experimental results and theoretical solutions.

Th the proposed modeling technique does not required to integrate the piezoelectric

devices into the governing equation derivation process for the main structure. In other

words, the proposed modeling processes don't need a special procedure (or a special fi-

nite element) to compute the stiffness and mass matrices for the beam sections which are

bonded by the piezoelectric devices. Therefore, the proposed modeling technique can be

easily implemented to an.y genieral-purpose finite elementi code or other models for struc-

tures. Furthermore. the proposed modeling technique could be further developed as a

design procedure for designing 2-D and 3-D complicated structures containing distributed

piezoelectric sensors and actuators.
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Appendix

"The shape function for the sub-beams F(qs. ( 12)-( (11) are, given by:

F1 = :1-3 ± +2(Zi F = ,/- +

S= 3 ()2 +2 ( ) )3 F.2 = - 2 +

11 12
and.

H, H2
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PVIDF PZT Alunnitutnn
Ep 2.0 -, W EL, 63.0 .0 9  E. 713.0 ,k 10"
(1', 7.7 .5 ,, 10' , 21 .3 To " 10 6, T> x T(- I

p 1800 kg//in' /j 7600 kg/mn3  /) 26300 kg/ in 3

p 0.29 i., 0.35 1/ 0.3
d:11 2.2 x- t10 'N d;13 37.0 , 10-' "i/N II

'Fable 1: Material properties of alunminumn beam and piezoelectric materials.

Node 1 2 3 4 5

Theorys 0.13S 0.552 1.2-1 2.21 3..15
:3-1) EF\l 0.12- 0.508 1.16 2.10 3.30

Erroe (t" ) (1(.0) (8.0) (6.2) (5.1) 1.4)
III-1D FE.NI 10.13]2 10.528 11. 188 12.1.12 13.350
Error (7 ) (4.3) (4.3) (4.2) (4..4) L__,.IU

Table 2: Static deflection of the piezoelectric blimorph beam I I0-imn.

Sensor 1 2 3 4 5 6
Specimen ! 11.0 8.8 7.26 N.A. N.A. N.A.

Specimen 2 11.5 8.4 7.23 N.A. N..A. N.A.

Specimen 3 11.25 8.9 7.25 N.A. N.A. N. A.
I-D FEM 10.98 9.04 7.1 5.15 3.2 T 1.26
Error(/) (2.4) (3.8) (1.9) N.A. N.A.[ N.A.

'Table 3: Sensor voltage distribution of the bIending deflection.
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ABSTRACT

Distributed self-sensing piezoelectric actuators provide a perfect collocation of

sensors and actuators in closed-loop structural controls. To achieve independent control of

various natural modes, spatially distributed self-sensing orthogonal piezoelectric a,'uators

are proposed in this study. A generic spatially shaped orthogonal sensor/actuator thLory is

derived first, followed by an application to a Bernoulli-Euler beam. Spatially distributed

orthogonal sensors/actuators are designed based on the modal strain functions and they are

fabricated using a 40gum piezoelectric polymer. A cantilever beam laminated with these

self-sensing orthogonal piezoelectric actuators is tested. Collocated independent modal

control of the cantilever beam with spatially distributed self-sensing orthogonal actuators

is demonstrated and control effectiveness studied.
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COLLOCATED INDEPENDENT MODAL CONTROL

WITH SELF-SENSING ORTHOGONAL PIEZOELECTRIC ACTUATORS

(Theory and Experiment)

H. S. Tzou and J. J. Hollkamp

INTRODUCTION

A perfect sensor/actuator collocation usually provides a stable performance in

closed-loop feedback controls. A self-sensing piezoelectric actuator is a single piece of

piezoelectric device simultaneously used for both sensing and control. (The sensor signal is
separated from the control signal by using a differential amplifier; this signal is then
amplified and fed back to induce control actions.) Self-sensing piezoelectric actuators have

been proposed in recent years. Dosch, Inman, and Garcia (1992) proposed a self-sensing

piezoelectric actuator for collocated control of a cantilever beam. Anderson, Hagood, and

Goodliffe (1992) presented an analytical modeling of the self-sensing actuator system, and
studied its applications to beam and truss structures. Rectangular-shape piezoelectric

devices attached near the fixed end were used in both studies.

It is known that the spatially distributed orthogonal sensors and actuators are

sensitive to a mode or a group of natural modes (Tzou, 1993; Lee, 1992). Spatially

distributed piezoelectric sensors and actuators were investigated in a number of recent

studies, such as beams, plates, rings, shells, etc. (Lee and Moon, 1990; Lee, 1992; Anderson

and Crawley, 1991; Collins, Miller, and von Flotow, 1991; Hubbard and Burke, 1992; Tzou

and Fu, 1993a&b; Tzou and Tseng, 1990; Tzou, Zhong, and Natori, 1993; Tzou, 1993;

Tzou, Zhong, and Hollkamp, 1994). Based on the modal orthogonality, a spatially shaped

self-sensing orthogonal modal actuator is effective to only a single mode; consequently,

each vibration mode can be independently controlled, independent modal control, while the

feedback control system is kept simple. This paper is to investigate the sensing and control
characteristics of self-sensing orthogonal modal actuators. A generic theory for a spatially

distributed self-sensing orthogonal actuator is proposed first, followed by an experimental

study of self-sensing orthogonal piezoelectric actuators. Independent modal control with

the self-sensing orthogonal actuators are demonstrated. (Note that the emphasis is placed

on the experimental aspcct.)
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THEORY

It is assumed that a spatially distributed piezoelectric layer is laminated on a

one-dimensional (1-D) structure, such as arches, rings, beams, rods, etc., Figure 1. Both

the piezoelectric layer and the elastic continuum have a constant thickness. It is assumed

that the piezoelectric material is hexagonal symmetrical such that the piezoelectric

constants e31 = e32.

Spatially Shaped Piezoelectric Layer

1-D Elastic Continuum

Fig.1 A 1-D spatially distributed orthogonal snsor/actuator.

An open--circuit sensor signal Os from a 1-D spatially distributed orthogonal sensor
can be estimated from its strains:

= =-•,,s. •' .. f 1 [U3(a,)] h (1 1+S+2)

+ 0.5hS(h + hS)(ktl+k 22)J A1A2 f0 ws(a da 2 da1
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- -( a,) sgn[Ws(ai))sgn1+S02))

+ 0.5hS(h + hS)(kll+k 22)1 AIA 2 dal,

where e3a is the piezoelectric constant; C33 is the dielectric constant; Se is the effective

electrode area; Ws(al) is a 1-D shape function; U3(al) is an orthogonal function; hs is the

thickness of the sensor layer; h is the continuum thickness; Sii is the membrane strain; ktt

denotes the bending strain; A, and A2 are Lam6 parameters; and sgnf.] is a signum

function which defines the polarity changes of the orthogonal sensor. Note that S22 and k22

are usually neglected since (. )/8a2 = 0. In addition, the first term (leading by hs)

denotes the membrane strain contribution to the sensor output, and the second term

(leading by 0.5hs) the bending strain contribution. The total output signal is contributed

by the sum of membrane and bending strain components. In a 1-D elastic continuum with

finite radius of curvatures, e.g., arches and rings, both membrane and bending components

contribute to the output signal. However, for flat 1-D continua with infinite radius of

curvature, e.g., beams, the output signal is contributed either by the membrane

component, e.g., rods, or the bending component, e.g., beams (Tzou, 1993).

The distributed velocity (strain-rate) feedback can be derived using the modal

expansion method and a spatially distributed modal feedback force (Tzou, Zhong,

Hollkamp, 1994). The k-th modal equation can be written as

+-' Tk + +41k

PEf

- ~ ~f f (v(aI,a 2)imtUik(aI,a 2) jA Ada~da2. (2)

where 71 is a modal coordinate; c is the damping constant; Q"Mf(a•,'a 2) is the distributed

velocity feedback function; and Nk = Ia Ij [. Jk]AA 2da•da 2  Using the modal

orthogonality, one can write the distributed elocityj feedback function as

9 = GiU2-(al-a2) , (3)
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where G'f is u velocity weighting factor (gain constant). All modes other than the n = k

mode are filtered out due to their orthogonalities. Considering the transverse oscillation

only, one can derive the n-th modal equation (independent modal control equation) with

the velocity modal feedback control force as

•7+---c •t f # 2 AAdd, 2

+-- a AIA2duda2  + W 0. = 0 (4)

For 1-D continua, the transverse mode shape U3n is only a function of one

coordinate a,, e.g., the circumferential direction in rings and arches, the longitudinal

direction in beams and rods, etc. If electrode areas of the actuators are designed as a 1-D

shape function of W(a,), the modal control force for a 1-D spatially shaped actuator can

be rewritten as

i _h_(c Wc)U
-- -p -w )3 AA2da) %2 + Wn'7n c, A. (5)n a+

Note that the modal coupling and the spillover from all other natural mc les are

eliminated. This modal filtering characteristics will be demonstrated in an experimental

study on a cantilever beam laminated with orthogonal sensors/actuators presented later.

Orthogonal Sensor/Actuator for a Cantilever Beam

A 1-D cantilever Bernoulli-Euler beam usually exhibits transverse oscillations only.

(The in-plane longitudinal oscillation is neglected.) The Lam6 parameters for a flat

uniform beam are A I= 1, A2 = 1; the radii are R -= w and R2 =D. In addition,

0(.)/1a2 = 0. Accordingly, the closed-loop equation of motion of a cantilever beam can

be derived.

phii, + YIc"4"- -b x2 - bF 3 , (6)
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where p is the mass density; Y is Young's modulus; I is the area-moment of inertia; b is

the beam width; Mal is the induced control moment; and F 3 is the external mechanical

force. As discussed previously, the orthogonal modal sensors/actuators are designed based

on the modal function U3m(x):

= 1 d2U3(0)m - A(AmL)U3m(X) -, dx2 LC(Amx) - B(mL D(AmX)], (7)

where

A(Amx) = 0.5[cosh(Ax) + cos(Ax)] , (8a)

B(Amx) = 0.5[sinh(Ax) + sin(Ax)], (8b)

C(Amx) = 0.5[cosh(Ax) - cos(Ax)] , (8c)

D(Amx) = 0.5[sinh(Ax) - sin(Ax)], (8d)

where x defines the distance measured from the fixed end. The eigenvalue Am is

determined by its characteristic equation:

cos(AL) cosh(AL) + 1 = 0, (9)

where A1L = 1.875; A2 L = 4.694; A3 L = 7.855; A4 L = 10.996; A5 L = 14.137; etc. L is the

beam length. The first derivative [U3 m(x)] is the modal slope function and the second

derivative dA22{U 3 m(x)] is the modal strain function. The modal strain function is used

to define the shapes of orthogonal modal sensors/actuators:

*U3m(x) =[e(AL-Ax)[eAL+ cos(AL)+ sin(AL)]/2[e A+ 2eA sin(AL)- 11]

+ [-eAx{eAL[0.5cos(AL)- 0.Ssin(AL)]+ 0.5}
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+ e2AL[O.5cos(Ax)- 0.5sin( Ax)]+ eAL cos(Ax)sin(AL)- sin(Ax)cos( AL)]

- 0.5cos(Ax)- 0.5sin(Ax)] /e 2AL + 2eALsin(AL)- I]] /(AL) 2 . (10)

Note that each orthogonal modal sensor/actuator has a distinct shape based on its modal

strain function and eigenvalue. Detailed layouts of the spatially shaped orthogonal

sensors/actuators are presented next.

MODEL FABRICATION AND EXPERIMENTAL SETUP

The shapes of distributed orthogonal sensors/actuators follow the definitions of

modal strain functions defined by their eigenvalues. The first four modal function are

plotted in Figure 2, and their modal strain functions are plotted in Figure 3. Note that the

effective regions are from zero to one, since they are normalized in the length direction.

1st

•••••,3rd.

0 4th

Fig.2 Mode shape functions of the cantilever c earm.
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1st

S3rd--
S4thL 

.,l

Fig.3 Modal strain functions of the cantilever beam.

Polymeric piezoelectric polyvinylidene fluoride (PVDF) is flexible and easy to cut
into various shapes in a laboratory environment. In this study, a 40im biaxially oriented
PVDF sheet is used for the orthogonal sensors/actuators. These sensor/actuator layers are

cut according to their strain functions and then glued on a plexiglas beam (l5xlxl/8-in).
Patterns of surface electrodes are first laid out on the plexiglas beam using a thin-film
silver paste to ensure a good electrical conductivity. Individual silver electrodes are
connected by either thin silver-paste lines (internal connections) or .5mm Teflon coated
surgical wires (external connections). Polarity changes are achieved by reversing the cut
PVDF sheets. The finished PVDF/plexiglas beam is shown in Figure 4.
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Fig.4 Experimental beam model with orthogonal PVDF sensors/actuators.

Apparatus

A self-sensing feedback control circuit is setup with two current amplifiers and a

differential circuit (Anderson, et al., 1992; Dosch, et al., 1992). Three operational

amplifiers (AD-711JN), six resistors (24.9kfl, 8MO, and 16MfO) and a capacitor (14nF) are

used to build the circuits for the first and second orthogonal modal sensors/actuators.
Figure 5 shows the circuit. The capacitor is used to match the capacitance of the

orthogonal piezoelectric sensor/actuator. A power amplifier (BK-1651) supplies a 30V to

the operational amplifiers, and an signal amplifier is used to amplify the sensor signal to
induce control actions in the piezoelectric layers. A reference accelerometer (Kistler 5205)

is mounted at the free end to provide a reference signal. All signals are input into an HP

data acquisition system (HP3566A) for signal processing and recording.
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Legend: -AAAA- Resistor; -Ji.Capacitor; if>.. Operational Amplifier; -- Ground.

Fig.5 A self-sensing feedback control circuit.

p mental Procedures

There are two sets of experiments carried out in this study. The first set is to test

the modal orthogonality of orthogonal modal sensors; the second set is to evaluate the

control effectiveness of the self-sensing orthogonal actuators.

The first set involves two tests: 1) strain signals and 2) strain-rate signals. The

strain signal is contributed by elastic bending strains of the cantilever beam; it is

ultimately related to the transverse deflection u3. Thus, the strain signal is often referred

as "displacement" signal; the strain-rate can be regarded as the "velocity" signal. The

signs of these signals are individually checked to ensure correct feedback signals in the

self-sensing feedback control.

A self-sensing feedback control circuit, discussed previously, is used in the second

set experiments. Controlled time histories from the accelerometer are acquired; modal

damping ratios are calculated using the eigensystem realization algorithm (ERA) method

(Juang and Pappa, 1985).
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RESULTS AND DISCUSSION

There are two sets of experiments carried out in this study. The first set is to test
the modal orthogonality of orthogonal modal sensors; the second set is to evaluate the
modal control effectiveness of the self-sensing orthogonal piezoelectric actuators.

Modal Sensing

In order to evaluate the sensing effectiveness of orthogonal modal sensors, the
spatially shaped piezoelectric layers were subjected to external excitations and their
dynamic responses recorded. Strain and strain-rate responses were also tested using a
strain-rate circuit (Lee, 1992). Figure 6 shows the spectra of the first modal sensor, the
second modal sensor, and the accelerometer. It is observed that the accelerometer senses
multiple modes of the cantilever beam, and the modal sensors only respond to their
respective modes.

i i Io

,,i lit 7 -l - -"; "- - L , • 7 "
-I " - I --- -

I T o- -- - --

- I I I I I I I

'l. pcr 'i th orhooal moda senor and th accelermtr

24-.. 12 ....Soo=ION I

"J- ; • '-"-'• "l - "•. . . r-- - - -- -. . . .- . . . L"- - T - - -

"-l-l-•-T- - --- " ----- T.---------

Fig.6 Spectra of the orthogonal modal sensors and the accelerometer.
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Self-Sensing and Feedback Control

As discussed previously, a self-sensing piezoelectric actuator provides a perfect

collocation of sensor and actuator. In this section, free oscillation and controlled time
histories are presented and their respective damping ratios are calculated.

1) Free Oscillations

For the first mode, an initial displacement was applied to the free end and the

snap-back response recorded. The free oscillation time histories of strain and strain-rate

signals of the first modal sensor/actuator are plotted in Figures 7 and 8, and those of the

second sensor/actuator are plotted in Figures 9 and 10, respectively. Note that those time
histories of the second sensor/actuator were obtained via impulse excitations.

+ -I --

I I I I I I

LU

Fig.7 Free oscillation of the plexiglas beam (1st strain).
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NOg. Free oscillation of the plexiglas beam (2nd strain-rt).
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Fig. 10 Free oscillation of the plexigla beam (2nd strain-r~ate).

Damping ratios of the first and second modes were calculated using the free
vibration time histories. The first modal damping ratio is 4.6% and the second modal
damping ratio is 3.4%. (Note that these data were calculated using more than five sample
time histories.) It should be pointed that there was an accelerometer cable taped on the
plexiglas beam, which caused a higher damping for the first natural mode.

2) Sd-1ensing Control - Independent Modal Control

Control effectivenesses of the sell-sensing orthogonal actuators were evaluated when
the self-sensing control circuit was powered on. The sensing (strain-rate) signal was
separated from the actuating signal via the circuit shown in Figure 5. The controlled
responses (via the accelerometer signals) of the plexiglas beam were plotted in Figures 11
and 12.
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Fig.11 Controlled time history of the plexiglas beam (1st).
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Fig.12 Controlled time history of the plexiglas beam (2nd).

It was noted that the strain-rate signals are rather noisy, which is probably
introduced by the electrical line noises, the circuit, the amplifier, etc. Although the
strain-rate signals are very noisy, the plexiglas beam is controlled well via the self-sensing
orthogonal piezoelectric actuator. The averaged damping ratios of the controlled responses
are 7.1% for the first mode and 4.2% for the second mode. (Note that since the second
mode was relatively difficult to excite by an impulse excitation, twelve -,mples were used
to obtained the averaged data. Control of the second mode could be improved by changing
the resistors in the circuit.) It nhould be pointed out that the convergence of a modal
response is determined by the proor.ct of the damping ratio and the modal frequency, i.e.,
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e-(nwnt. Consequently, responses of the higher modes usually converge much faster than

those of the lower modes.

SUMMARY AND CONCLUSION

Distributed self-sensing piezoelectric actuators provide a perfect collocation of

sensors and actuators in closed-loop structural controls. To separate control actions for

different natural modes (independent modal control), spatially distributed self-sensing

orthogonal piezoelectric actuators were proposed in this study.

A k orthogonal sensor/actuator theory was presented first, followed by an

application to a Bernoulli-Euler beam. Spatially distributed orthogonal sensors/actuators

were designed based on the modal strain functions. A physical model was fabricated and

its self-sensing control effectiveness tested. A 40#m polymeric piezoelectric PVDF sheets

were cut and laminated on a plexiglas beam. Surface electrodes were connected by either

silver pastes or surgical wires. A self-sensing feedback control circuit was setup and

tested.

Experimental results showed that the orthogonal modal sensors are sensitive to their

respective modes. Free and controlled (via the self-sensing feedback control circuit) time

histories were recorded and their modal damping ratios calculated. The calculated results

suggested that the modal damping ratios were enhanced by 77.5% for the first mode and by

23.5% for the second mode. The convergence of modal responses is determined by the

product of the modal damping and the modal frequency. Thus, the independent modal

control of continua can be effectively achieved by using the spatially distributed

self-sensing orthogonal piezoelectric actuators.
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Development of Air Force Superconductivity Power Technology

Xingwu WANG
Associate Professor
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Abstract

This study is an extension of previous research on

Superconductive Magnetic Energy Storage (SMES) technique, carried

out last summer. As superconductor market gradually matures, it is

necessary to examine other superconductive power techniques such as

generators, motors, transformers, chokes, and power lines.

Following criteria are applied in the evaluation: efficiency,

weight, size, cost, durability, maintainability, and operability.

Based on existing status of air base power system, it is suggested

that superconductive rotational machinery (>300 KW) is beneficial,

and other power devices may be beneficial. Besides further

feasibility study, in-house experimentation at an air base is

needed to make realistic assessment. In particular, tests on high

Tc superconductors, wires and coils are required. Based on

estimated savings, it is suggested that R&D funding on Air Force

superconductive generators should be approximately one million

dollars in 1994-5, which is approximately 0.28% of federal R&D

funding on superconductors. Research on superconductive power

systems is a suitable topic for air base engineers/scientists due

to following reasons: 1. emphasis on mobility and critical needs on

new power systems; 2. federal government's requirement on high tech

development and military/civilian dual usage.
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Development of Air Force Superconductivity Power Technology

Xingwu WANG

I. Introduction

Last summer, we carried out a feasibility study on

Superconductive Magnetic Energy Storage (SMES) technique.

Following two items were examined: 1. existing low Tc

superconductive SMES, 2. critical needs for power conditioning and

energy storage. We concluded that SMES will improve existing Air

Force power/energy systems; and recommended that a small SMES

should be tested in an Air Force facility.'

In the past one year, there has been great progress towards

fabrications of practical high Tc superconductors. 2  First,

practical BiSrCaCuO coils can be manufactured by powder-in-tube

techniques. 3 Second, large critical currents, Ic, can be achieved

in long rods. 4 Third, operational ranges of these superconductors

are wider than before .5a Fourth, HgBaCaCuO superconductor has been

discovered with Tc of 133 K. 5b Since the superconductor market has

gradually matured, we should examine different superconductive

power techniques such as generators, motors, transformers, chokes,

and power lines. Following criteria will be applied in the

evaluation: efficiency, weight, size, durability, maintainability,

and operability.

II. Methodoloqy

Since the discoveries of high Tc oxide superconductors in 1987

and 1988, several DOD agencies have initiated and/or expanded their

research efforts on superconductivity and applications. 6a-b

However, existing investigation on air base power systems is very
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limited.sa

In this study, we have utilized following rescurces: 1.

publications in scientific journals; 2. documents in DOE

laboratories; 3. literatures in Defense Technical Information

Centers; 4. discussions with experts in universities, DOE and DOD

agencies; 5. consultations with managers and engineers in

Headquarters Air Force Civil Engineering Support Agency (AFCESA)

and associated agencies familiar with air base power

requirementss .b

III. Super ductive Generators

A. Existing air base generators

Power level of air base generators varies from several KW to

several hundred MW, as illustrated in Fig. 1.8. While voltage

varies from several KV to several hundred MV, Fig. 2. Sp ýfic

weight of a generator is approximately 10-100 lb/KW;ef and specific

volume is approximately 0.02-0.05 m3/KW. 89 To purchase and install

a stationary generator, cost per KW is $300 - $350 in class A

generator :750 KW range, full time usage, continuous operation).

The cost will be approximately $400 per KW for a power plant

generator (larger than 1 MW). To transport a generator via a cargo

plane, cost is approximately $0.0003 per pound per mile. 9" For a

1 MW generator, operating cost is $0.072-$0.079 per kilowatt-hour;

and maintenance cost is $0.0002-$0.0030 per kilowatt-hour. These

values will be the basis for the wvaluation and development of

superconductive generators.

B. Conventional generators and superconductive generators

Conventional generators are described in many textbooks and

25-4



handbooks. 9 b-c Essential materials of a generator are: winding(s)

and electromagnet(s) . The coil winding(s) may be a magnetic field

winding, and/or an armature winding. These windings are made of a

normal conductor with certain resistivity. To conduct large

current, the wire cross sectional area of a winding has to be

large. The electromagnets may be associated with the field

windings and/or the armature windings to create magnetic field

distributions with required flux densities. These electromagnets

are usually massive. The field winding and associated

electromagnet are referred as field winding assembly; and the

armature winding and associated electromagnet are referred as

armature assembly. If the field winding assembly is rotational,

the armature winding will be stationary; and vice versa. The

rotational part is called rotor, and the stationary part is called

stator.

Conventional generators are heavy and large. There exist many

techniques to reduce weight/size, and to increase power generation

efficiency. As an example, the field winding assembly can be

replaced by a set of permanent magnets. As another example,

electrical coil windings can be replaced in cryogenic temperature

environment, and resistive dissipation can be reduced.

Since the discovery of superconductive materials in 1911,

especially since the commercialization of high current density

superconductors in 1960's, superconductive generators have been

invented, designed, and tested.

C. Development of superconductive generators

Most of the pioneer work was carried out in the United States.

25-5



First superconductive generator was constructed in mid 1960's.

Since then, different rotor/stator arrangements have been designed

and tested. In earlier designs, the stator has a superconductive

field winding; and the r r h- a conventional armature." In

recent designs,"`-b the rcuor has a superconductive field winding

and the stator has a conventional armature as illustrated in Fig.

3. 1c There exist several different kinds of superconductive

rotors; i.e., slow response type A, slow response type B, and quick

response type.la In some other designs, both windings are all

superconductive.12b-C

Power levels of US experimental generators have been varied:

45 KVA in 1968, 5 MVA in 1972, 20 MVA in 1978, 50 MVA in 1990, and

300 MVA design goal in mid 1980's.13a- After developed a 30 KVA

generator in 1972, Japanese research effcrt has become intensive,

with current de _gn goal of 200 MVA1 3". Started at 1.5 MVA in 1974,

the current design in Russia (USSR) is 1200 MVA. Germany's

generators are 0.3 MVA in 1983, 120 MVA in 1987, and 850 MVA

(design) in 1993. France's generators are 1 KVA in 1965, 0.5 MVA

in 1977, and 20 KVA in 1987. In addition, China had a design of

0.4 MVA in 1975. Load tests on superconductive generators have

demonstrated technical availability of superconductive generators.

In Appendix I, a summary of worldwide activities is provided.14

As far as DOD is concerned, Navy has the largest and longest

pF--grams, with the focus on the ship pror "sion systems.'5a-l6 Air

Furce has expert se in airborne get.Lrators.-7"b In appendix II, DOD

support for superconductor research is tabulated, along with other

federal agencies .17

25-6



D. Operation benefits

Operation benefits include technical and economical factors.

On the technical side, superconductive generators have following

advantages: high efficiency (>99.5%), light weight, small size, and

long lifetime. In Table 1, specific weight and volume of several

generators are listed. On the economical side, overall cost

includes capital, operational, and maintaining costs. Capital cost

of superconductive generator may be higher than that of

conventional generator. However, operational cost of

superconductive generator is lower than that of conventional

generator. In a Westinghouse study, the operational cost is

lowered by a factor of three or four. This is advantages because

operation cost is the largest portion in overall cost of air base

generator, see section A. In addition, the lifetime of

superconductive generator is longer than that of conventional

generator, and the maintaining cost of superconductive generator

will be lower. Thus, overall cost of superconductive generator

system is estimated to be lower than that of conventional

generator.ls" As an example, let us consider a small operation

3,000 miles away for one year, supported by a new generator of 900

KW (40,000 lb). If a conventional generator is utilized, the

overall cost will be $997,488, in which operation cost shares

62.4%. However, if a superconductive generator is utilized, the

total cost will be $881,992.80; or 11.6% savings. (Itemized costs

are listed in Table 2 for the comparison between a conventional

generator and a superconductive generator.) If the operation is

longer than one year, there will be more savings. When 500-1,000
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units are superconductive, the total savings will be $57,728,000-

115,456,000, or more.

Z. Recommended program development approach

As far as air bases are concerned, it is feasible to utilize

superconductive generators with powers larger than 300 KW."Bb

Development on high Tc superconductive wires and coils should

continue. (Appendices III-V illustrate recent development on Jc of

wires, and performance of coils."8c) Experimentation on existing

low Tc superconductive generators should also continue. For

example, there exists a 10 MW generator at MIT.19a Its

superconductive rotor field winding is workable, while its normal

conductive stator armature winding is not. 19b An estimated cost to

repair/remodel the unit is $ 200K - $ 300K. (Estimated costs of

superconductive generator and other power devices are provided in

Appendix VI.) A joint sponsorship between DOD and DOE may allow

further experimentation on this generator with low cost and low

risk. 20  Based upon the estimated savings in Section D, it is

reasonable to invest one million dollars in Air Force R&D on

superconductive generators.

IV. Superconductive Motors

A. Air bass motors

Since motor inventory data were not available during this

study, a telephone survey on large motors was conducted. At Arnold

AFB, Tullahoma, TN, there exist approximately 150 units in 300

horse power (h.p.) range, 70 units in 300-500 h.p. range, 40 units

in 500-700 h.p. range, and several units with power larger than 700

h.p. In a test lab of Wright-Patterson AFB, Dayton, OH, there
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exist 4 units in 450-600 h.p. range, 9 units in 1,000-2,000 h.p.

range, 11 units in 2,100-5,500 h.p. range, and 3 units in 12,000-

44,000 h.p. range.

B. Superconductive motors

When a rotational machine is operating in generator/motor

mode, it is called alternator. There have been numerous studies on

superconductive alternators.n1  Operational principles of a

superconductive motor is similar to that of a superconductive

generator, with a different energy conversion direction.

Since 1960's, various superconductive motors have been

developed. 2 2 23  There exist several designs of superconductive

motors: DC, synchronous, induction, induction/synchronous hybrid,

reluctance, and homopolar inductor motors. 2 4 -c In addition to

rotational motors, linear motors have been constructed and

tested. 25 ab Since 1987, high Tc superconductor motors have been

designed and demonstrated. 2 6ac

C. Recommended development approach

A bench top demonstration unit based on high Tc superconductor

should be constructed and tested. The construction may consist of

two phases: 1. motors based on bulk superconductors; 2. motors

based on superconductive coil windings. Phase I project can be an

improvement on existing motors. 2 -28 Phase 2 project can be divided

into two steps: A. evaluation of high Tc superconductors and

wires/coils; B. construction of motors. Step A may require 1 year

to finish. Since initial part of Step A belongs to 6.1 category,

funding from internal sources and AFOSR will be needed.

Superconductors can be supplied by several sources, 29 and evaluated
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in different labs.3 - Step B may require 2 years, and

experimentation should be carried out in one of the Air Force Labs.

V. Superconductive Transformers

The basis of transformer techniqu- -s coils which have been

utilized in SMES, generators, motors, and magnets. So far, there

has been no published result on the construction/test of a full

scale power transformer. A 1 GVA transformer has been considered

by DOE labs. 1

From available information, it is estimated that transformer

power in air bases varies from several hundred KW to 50 MW.) To

further study the feasibility and reliability of superconductive

transformers, we sugges' that a small scale transformer (200 - 700

KW) should be designed, built, and tested.

VI. Superconductive Chokes

A choke is a coil which can limit current flow in a circuit of

a power station or substation. Other names are: current limiter

and reactor. It has been demonstrated that high Tc superconductors

can be utilized as chokes.3 An experiment should be conducted in

an Air Force lab to study the reliability of the superconductive

chokes.

VII. Power Lines

Power lines are divided into transmission lines or

distribution lines. In Air Force installatlons, the number of

transmission lines are very limited, but the number of distribution

lines are countless. A typical distribution line has a length of

25 - 30 miles, with the maximum current of approximately 1,000

amperes. All these characteristics are compatible with
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capabilities of high Tc superconductors, based on existing

studies. If all the distribution lines are buried underground,

the reliability and security of Air Force power systems will be

enhanced.

VIII. Overall Recommendation

Currently, Air Force is going through a critical period. Its

future operation will be highly mobile. Air base power systems

should meet following criteria: high efficiency, high reliability,

small size, light weight, long lifetime, and easy

operation/maintenance. Superconductive techniques offer great

opportunity to Air Force civil engineering community, i.e., to

reconsider/redesign existing power systems during this peaceful

period. Furthermore, superconductor research is consistent with

current federal government policy: high tech development and

military/civilian dual usage.

To make realistic assessments on superconductive power

technology, air base engineers/scientists should carry out in-house

experiments. To share resources, they should collaborate with

other researchers in DOD, DOE, and university labs.
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Appendixc VI. Preliminary Cost Breakdown

Following statement is provided in an article by L. S.
Greenberger, published in Public Utilities Fortnight>v, August 1,
1991, pp. 38-40.

For each facet of a superconductive system: $60 million to
produce a 20-megawatt prototype generator; $50 million for a 100
meter long, 500-megavolt transmission line; $55 million for a 1-
megawatt SME.S; $30 million for a 4-kilovolt /138-ki lovolt
transformer; and $55 million for a 5,000 horsepower electric motor.
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Abstract

The relation on product design, materials selection, and processes has been studied. The procedures for

design, materials selection and processing is summarized in this study. To design a product, material

properties and materials processing has to be considered simultaneously. The study shows that associ-

ation among design, materials, and processes must be built and identified. Several learning approaches

that can oe used as tools for building an inductive and deductive coupling system for materials research

are discussed. Future research opportunities in this area are also presented.
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A STUDY FOR PRODUCT DESIGN, MATERIALS. SELECTION, PROCESSES,

AND INTEGRATION USING LEARNING APPROACHES

C. L. Philip Chen

1. Introduction

In recent years, the research in product design, materials, and processes has been studied

significantly. However, an integrated method for associating design, materials, and processes
has not been reported. Why product design, materials, and processes association is so impor-

tant? As we know, a particular design is eventually made into a product, design, materials,
and process must be intimately interrelated. Each component of a product must be designed
so that it not only meets design requirements, but also can be manufactured efficiently and

economically. To be able to manufacture economically and efficiently, the materials of the

component and the manufacturing processes must be competitive with the design specification.

The concurrent engineering approach is an integration approach to achieve this goal. How-

ever, currently research in concurrent engineering falls into integration of database and
indispensable computer programs [11 or expert systems [2]. The development of learning-

based approach still under infancy. In the next section, the overview of product design,

materials selection, and selection of manufacturing processes will be discussed followed by

discussion of learning approaches and future research opportunities.

1.1. The Design Process

The first step in design is to understand the function and performance of the product.

Then the design concept follows. The concept probably is an innovative, a creative, or prob-

ably modification of a previous experience. To avoid design turn-around time, the designer

must also have the knowledge of materials and processes or production cost. However, in

most cases, materials selection and manufacturing processes are aided by other organizations

(This is why a learning-based, induction and deduction integration are needed). Table 1
roughly shows traditional shapes and some common methods of production [3]. Figure I also

shows the traditional design process [4]. Design For Manufacture (DFM) and Design For
Assembly (DFA) are other factors that a designer must consider. Analytical model of product

cost is another consideration in design. Finally, a system that transfer a product design, to

design concept, materials and processes selection will be implemented.

1.2. Selection of Materials
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Table 1. Shapes and some common methods of production [3]

SHAPES AND SOME COMMON METHODS OF PRODUCTION

SHAPE PRODUCTION METHOD

Flat surfaces Rolling, planing, broaching, milling, shaping, grinding
Parts with cavities End milling, electrical-discharge machining, electroche,'"cal

machining, ultrasonic machining, cast-in cavity
Parts with sharp features Permanent-mold casting, machining, grinding, fabricating
Thin hollow shapes Slush casting, electroforming, fabricating
Tub&.ar shapes Extrusion, drawing, roll forming, spinning, centrifugal casting
Shaping of tubular parts Rubber torming, expanding with hydraulic pressure, explosive

forming, spinning
Curvature on thin sheets Stretch forming, peon forming, fabricating
Openings in thin sheets Blanking, chemical blanking, photochemical blanking
Reducing cross-sections Drawing, extruding, shaving, turning, centedess grinding
Producing square edges Fine blanking, machining, shaving, belt grinding
Producing small holes Laser, electrical-discharge machining, electrochemical machining
Producing surface textures Knurling, wire brushing, grinding, belt grinding,

shot blasting, etching
Detailed surface features Coining, investment casting, permanent-mold casting
Threaded parts Thread cutting, thread rolling, thread grinding, chasing
Very large parts Casting, forging, fabricating
Very small parts Investment casting, machining

The first criterion of materials selection is to consider mechanical properties such as

strength, toughness, ductility, hardness, elasticity, fatigue, creep, and/or correlation of above.

The mechanical properties specify the limitation of the formation. Based on the function of

designed product, the mechanical properties determine what materials the component of the

product should be. These properties also determine the selection of the manufacturing

processes.

The cost of raw materials and manufacturing processes are also the major concern for the

selection. For the commercial and marketing point of view, design engineer must consider

appearance, product cost, and product life as well. Materials properties and manufacturing

processes also relate to the product appearance. For example, manufacturing processes deter-

mines surface texture of the product. For the environmental point of view, design for an

environmentally friendly production, disposal and recycling are considerations that relate to

materials and processes.

1.3. Manufacturing Processes selection

Selection of manufacturing processes depends on shape and geometry of the product, the

type of material, mechanical properties of materials, and the cost of processes. not all

processes produce the final products, additional finishing operations such as grit polish-

ing, machining may be necessary. These processes will also add additional cost to the
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Figure 1. The design flow chart

product.

1.4. Other Considerations

Assembly operation is to assemble individual parts that have been manufactured to a pro-

duct. To save the cost of the assembly, automatic assembly and design for assembly can con-
tribute significantly reduction of the product.

2. Materials, Design, and Processes

This section briefly reviews fundamental aspects of materials, design, and processes and

their relationship.

2.1. Material Properties
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Material properties successfully explore their potential and characteristics for a product

design. There are six important classes of materials for product design: metals, polymers, elas-

tomers, ceramics, glasses and composites. Several standard properties such as general cost,

mechanical, thermal, wear, corrosion/oxidation are listed in Table 2.

Table 2. Material p: erties

Class Property Symbol and Units

General Relative Cost Cc (-)
Density Q (Mg/mr)

Mechanical Elasc moduli E, G, K (GPa)
Strength (yield/ultimate/fracture) of (MPa)
Toughness GI 'kJ/ml)
Fracture toughness K, (MPa rn')
Damping capacity q (-)
Fatigue ratio f (-)

Thermal Thermal conductivity A (W/m K)
Thermal diffusivity a (m`/s)
Specific heat C, (J/kg K)
Melting point 7. (K)
Glass temperature r. (K)
Thermal expansion coefficient a (°K")
Thermal shock resistance AT (OK)
Creep resistance (-)

Wear Archard wear constant K. (MPa')

Corrosioni Corrosion race -- )
Oxidation (Parobolic rate constant) K,. (m'/s)

Each class of materials has its only certain common characteristics: metals are ductile

and conduct heat well; polymers are light and are able to expand, and so on. Based on these

properties, classification can be very useful for the selection of materials for a product design.
However, the classification only relates the function of product, in the design stage, to

material properties with a general idea. The detailed relations between the design, properties,

name of materials, furthermore, manufacturing processes are needed to be investigated.

2.2. Materials vs. Design

The materials properties can be displayed as material selection charts [4]. The charts summar-

ize the engineering information in a compact way. Each chart displays the material classes

with respect to the given properties. Eighteen material property charts are given:
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Young's Modulus/Density Strength/Density

Fracture/Toughness/Density Young's Modulus/Strength

Specific Modulus/Specific Strength Fracture Toughness/Modulus

Fracture Toughness/Strength Loss Coefficient/Young's Modulus

Thermal Conductivity/Thermal Diffusivity Thermal Expansion/Thermal Conductivity
Thermal Expansion/Young's Modulus Normalized Strength/Thermal Expansion

Strength/Temperature Young's Modulus/Relative Cost

Strength/Relative Cost Normalized Wear Rate/Bearing Pressure
Young's Modulus/Energy Content Strength/Energy Content

According to Ashby, the most striking feature of the charts is the way in which members

of a material class cluster together. To relate design with materials, the first step starts with
full menu of materials, by applying primary constraints (defined by the designer), defining

performance index, maximizing performance index, a list of materials can be narrowed down.

The materia] is selected by further narrowing, imposing secondary constraints, identifying

material clusiers, selection of best material in the cluster, and analysis. Figure 2 shows this

process [4]. Depending on shape, loading, and design, the performance indices are minimiz-

ing material weight while maximizing strength (-I, or filur strength), stiffness (-E), andp density p

crack (-L). Elastic design, damage-tolerant, and thermal design can be one of thei perfor-

mance indicies.

The narrowing process can be done by transferring the constraints into performance
index as a function of the material property charts mentioned above. A block of area can be

identified and selected. The same selection procedure applies to the selection of shape of

materials. The design with shape involves the section shape of material as a variable. Four

shape factors are given: elastic bending, O"B; elastic twisting, ý,T; failure in bending, ofg; and

failure in twisting, o/,; The shaped material can be selected from the material property

charts. This is done by rewriting the performance index as a function of shape factors.
Embedding the shape factor in the material property functions implicitly moves the selection

line, or the selection area.

However, the selection process requires matching the performance index across the pro-

perty charts if several design goals are desired. Justification of the selection process requires
an experienced design engineer. Further development of automatically selection of materials

by a given design or a performance index is necessary.
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of design, process selection is an iterative procedure. Figure 3 shows the flow chart of process

selection 
and the relation 

to the design [4].

In general, manufacturing processes can be classified to nine processes: casting, pressure

molding, deformation processing, powder, special, matching, heat treatment, joining, and

finishing. Similar to the design and material selection, process selection charts are defined.

Based on the defined attributes, each process occupies a certain area of charts. The attributes

are size, shape, complexity, precision, surface roughness, etc. Five charts are given:
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Size/Shape(or Surface Area/Section) Information Content/Size

Size/Melhirg Point Hardness/Melting Point

Tolerance/Surface Finish

Process selection is achieved by setting the upper and lower limits of in the chart

specified by the design. The processes which lie within or bounded by the search area are

candidates. The procedure is repeated through all the charts, narrowing the selection and

finally a subset of process capable of achieving the design goal. Cost issues may determine

the final choice. However, very few article discusses the cost issue. Currently, concurrent

engineering and agile manufacturing have brought this important issue [5, 6]. Based on the

study above, there is a need for developing an intelligent system that integrates design, materi-

als, and processes. In the following section, several learning approaches and opportunities for

materials research are discussed.

3. Inductive Learning Techniques for Concept Formation

Inductive learning, which is learning a generation from a set of example, is one of the

most fundamental learning tasks. Concept learning, a typical inductive learning problem, is to

infer a definition that will allow the learner to correctly recognize future generalized instances

of that concept for given some concept examples. Given a set of objects exhibiting various

26-9



properties, concept formation is a process to divide the objects into useful categories. Con-

cept formation is a fundamental problem in unsupervised learning. The features (or attributes)

extraction and defining boundary of the categorization is the first stage of the concept forma-

tion.

There are many different approaches to Inductive learning. The techniques such as

machine learning paradigm, fuzzy s'. tems, neural networks, and genetic algorithms are of

particular interested recently. The goal of materials, design, and processes research will be to

develop an intelligent induction and deduction coupling techniques. These new learning dis-

ciplines can be applied to build a general learning •iatform. The platform is a domain-

independent so that it can be used in any material domains. Following is the brief introduction

for the above learning disciplines and some issues related to the materials research.

3.1. Machine Learning: The ID3 algorithm

ID3 is a decision tree induction algorithm. It represents concepts as decision trees. The

decision trees allow us to determine classification of an object by testing its values for certain

properties. ED3 constructs decision trees in a top-down fashion. It selects a property to test at

the current node of the tree and uses this test to partition the set of examples. The algorithm

then recursively constructs a subtree for each partition [7]. Because the order of test is criti-

cal to constructing a decision tree, ID3 heavily relies on its selection criterion for the root of

each subtree. ID3 has impressive results on several applications. The work on modification

of ID3 algorithm to improve the complexity has been done.

According to the study in Ashby's book, the basic selection charts have been built.

These charts can be treated as categorization of materials selection, design, and processes.

There is no need for us to using ID3 algorithm for this kind of categorization. However, the

categorizations only represent two-dimensional relationship. Cross categorization for materi-

als, design, and processes are needed to done. ID3 algorithm can be used in cross-

categorization application.

3.2. Learning using Fuzzy Rules and Concept

Fuzzy logic and systems have rapidly become one of the most successful learning tools.

The fuzzy approximate reasoning provides decision-support and expert systems with powerful

reasoning capabilities. The compotients of conventional fuzzy systems include: fuzzifiers,

defuzzifiers, and a set of inference rules. Fuzzifiers convert inputs into their fuzzy representa-

tions. Defuzzifiers convert the output of the fuzzy process logic intro crisp solution. The

inference rules represent a collection of linguistic rules. These linguistic rules can be

represented in a matrix form, or call a fuzzy knowledge base, with actions (or output
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variables) in the entities and input control variables as the causes. In fuzzy systems, the

values of fuzzified input execute all the rules in the fuzzy knowledge base that have the input

variables. This process generates a new fuzzy set representing each output or solution.

Defuzzification process creates a value for the output variable.

Based on the introduction mentioned above, fuzzy inference rules are created by the

designer. In other words, he first needs to know what information is available, then inference

rules are defined. The problem arises if there is an unknown complicated environment that no

mathematical model exists. The task is how to discover rules. The first step is concept forma-

tion or clustering from problem description. Using the formatted concept a set of fuzzy rules,

hopefully, can be created. For materials, design, and processes, the concept formation is to

discover clusters and associative relation among them, and to develop algorithms that convert

formatted concept to fuzzy rules. Further work on development of fuzzifiers and defuzzifiers

are also needed to be considered. In materials, design, or processes there are some attributes

that deals with numerical data such as production cost and materials cost. Several issues such

as how to combine linguistic concept together with numerical data to generate fuzzy rules

may arise.

3.3. Genetic Algorithms, Classifier, and Fuzzy Systems

A Genetic Algorithm is a search algorithm modeled on the mechanics of natural selec-

tion [8]. Classifier systems are massively parallel, message-passing, rule-based systems that

learn through credit assignment (the bucket brigade algorithm) and rule discover (the genetic

algorithms) [9]. The paradigm are well known and can be found easily from several litera-

tures. Application of genetic algorithms to concept learning problems is an approach for

induction concept formation. Basically, the learning is supervised. Issues such as internal

representation of the search space, define an evaluation function are needed to be concerned.

There are several hybrid systems that combine the paradigm of Fuzzy logic, GAs, and

Classifier. For the Fuzz-GA systems, the obvious applications are to find optimal membership

functions of fuzzifiers for given control problems such as control of water level in the tank,

space rendezvous [10]. However, the achievement basically neglect the power of the

integrated systems. One opportunity for materials research is to integrate fuzzy systems with

GA for searching new combination of materials (structure such as Nye's diagram [13]). The

basic concept block diagram is shown in Figure 4.

In this system, GAs search for membership function or combination of the materials in

the fuzzy systems. In other words, the GAs search for the best rules set for the fuzzy systems.

The materials, design, and processes are inter-associate internally. For Fuzzy-Classifier sys-

tems, the basic application is to modify the fuzzy message matching and fuzzy message
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Generic Algorithms

Figure 4. Basic Digram for intergrating Fuzzy system and GAs

generation of the original classifier.

3.4. Neural Networks and Association

Neural networks help solve various engineering problems with natural mechanisms of

generalization recently [11]. Neural networks deals with uncertainty, association by parallel-

distributed structure. Two basic learning algorithms exist in the neural networks: supervised

and unsupervised learnings [12]. Applications of individual learning can be found in litera-

ture. However, integration of supervised and unsupervised has not been applied widely. The

unsupervised learning portion discovers clusters based on similarity, and the supervised learn-

ing portion obtains the generalized mapping from the known input-output relationship. For

mat( rials application, the association can be expanded to more than 3 dimensions, e.g., associ-

ation among materials, design, processes, and/or shapes. The opportunity for developing a

hybrid system that integrates neural networks and fuzzy systems is worth to pursue.

4. Conclusion and Future Research Opportunities

From the review of materials, design, processes selection and relationship, and existing

machine learning approaches, there is a need to design a self-improving system that is capable

of performing concept formation for materials and process design using inductive and deduc-

tive coupling techniques. A study of using supervised and unsupervised techniques, genetic

algorithms and classifier systems to develop such a system will be investigated. The future

work in this area is to design a bi-directional learning system that (1) automates materials and
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process design based on product design information, (2) advises product and geometric design

based on materials processing and process, (3) analyzes cost information in the early stage of

product design, and (4) optimizes material properties for product and process design.

5. References

[1] J. Yu, S. Krizan and K. Ishii, "Computer-aided design for manufacturing process selec-

tion," Journal of Intelligent Manufacturing, Vol. 4, 1993, pp. 199-208.

[2] M. Y. Demerc, Expert systems applications in materials processing and manufacture.

TMS Publications, Warrendale, PA, 1990.

[3] S. Kalpakjian, Manufacturing Processes for Engineering Materials, Addison-Wesley

Publishing Co., NY., 1991.

[4] M. F. Ashby, Materials Selection in Mechanical Design, Pergamon Press, Oxford, UK.,

1992.

[5] A. Kusiak, ed., Concurrent Engineering: Automation, Tools, and Techniques, John Wiley

& Son, Inc., NY, 1993.

[6] R. Nagel and R. Dove, "21 Century Manufacturing Enterprise Strategy., Vols. 1 and 2,

Iacocca Institute, Lehigh University. Bethlehem, PA., 1991.

[7] J. Quilan, "Induction of Decision Trees," Machine Learning, Vol. 1, No. 1, pp. 81-106,

1986.

[8] J. Holland, Adaptation in natural and artificial systems, U. of Michigan Press, Ann

Arbor, MI, 1975.

[9] L. B. Booker, D. E. Goldberg, and J. H. Holland, "Classifier Systems and Genetic Algo-

rithms," Artificial Intelligence, Vol. 40, 1989, 235-282, 1989.

[10] C. L. Karr, "Genetic algorithms for fuzzy logic controllers," Al Expert, Vol. 6, No. 2.

pp. 26-33, 1991.

[11] C. Dagli et al. ed., Artificial Neural Networks in Engineering, ASME press, 1991, 1992.

[12] Y. H. Pao, Adaptive Pattern Recognition and Neural Networks, Addison Wesley, NY.,

1989.

[13] J. F. Nye, Physical Properties of Crystals, Oxford University Press, London, 1957.

26-13



STRUCTURE AND COMPOSITION CHARACTERIZATION OF

GaAs, AIGaAs LAYERS AND SUPERLATlTICES GROWN

ON GaAs BY MOLECULAR BEAM EPITAXY

Alfred T. D'Agostino

Assistant Professor

Department of Chemistry

University of South Florida

4202 E. Fowler Avenue

Tampa, Florida 33620-5250

Final Report for:

Summer Faculty Research Program

Wright Laboratory

Sponsored by:

Air Force Office of Scientific Research

Boiling Air Force Base, Washington, D.C.

September 1993

27-1



STRUCTURE AND COMPOSITION CHARACTERIZATION OF
GaAs, AIGaAs LAYERS AND SUPERLATfICES GROWN

ON GaAs BY MOLECULAR BEAM EPITAXY

Alfred T. D'Agostino
Assistant Professor

Department of Chemistry
University of South Florida

Abstract

High resolution x-ray double crystal diffractometry was used to characterize thin

film layers grown on III-V monocrystalline material by molecular beam epitaxy. In

particular, the thickness, composition and structure of epilayers and superlattices grown

on (001) GaAs were determined. GaAs and AlXGa 1_xAs epilayers, high electron mobility

transistor structures and quantum well superlattices were characterized by evaluating

rocking curves and performing simulations based on dynamical x-ray theory. Data was

also obtained to support projects which focus on the low temperature growth process of

GaAs on GaAs and the relationship between growth conditions and structure of III-V

films.
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STRUCTURE AND COMPOSITION CHARACTERIZATION OF

GaAs, AIGaAs LAYERS AND SUPERIATYICES GROWN

ON GaAs BY MOLECULAR BEAM EPITAXY

Alfred T. D'Agostino

Introduction

Gallium arsenide (GaAs) has been the subject of intense research for some time

now because of its interesting chemical properties and potential for use in electronic

device applications. In particular, its high mobility and high saturated drift velocity (as

compared to silicon) and its ability to produce semi-insulating substrates has made it

possible to produce true monolithic circuits that can operate in the microwave regime

[1]. Application areas in which GaAs based devices may be used include:

communications, radar, detectors, electronics, and high speed computing.

One important type of device utilizing GaAs is the field effect transistor (FET).

A number of different types may be identified and includes the metal semiconductor

FET and microwave devices like the IMPAT1" and Gunn diodes. Devices may also be

made by incorporating other elements into the lattice as is done in high electron mobility

transistors (HEMT), where for example AIGaAs is a component and doping is required.

For fundamental research projects, quantum well structures have been constructed for

investigation. As growth capability and fabrication technology improve, the potential for

use of GaAs based devices will expand greatly.
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Two general methods exist for forming conductive surface layers on GaAs

substrates: epitaxy and ion implantation. The method of ion implantation will not be

discussed here, however. Within the category of epitaxial growth techniques are liquid

phase epitaxy an ,mical vapor deposition procedures. These methods will not receive

attention here so that the emphasis can be placed on molecular beam epitaxy. Molecular

beam epitaxy (MBE) iý :he most recent major method developed for epitaxial growth

[2]. Typically, under ultrahigh vacuum, a monocrystalline substrate (rotating and heated)

is exposed to effusion cell sources of various elements (e.g. Ga, As, Al, Sb, etc.) to

produce crystalline epilayers of desired composition and thickness. In the case of

epitaxial growth on GaAs, temperature, flux density and other factors are controlled to

produce high quality crystalline films of specific composition. The formation of complex

superlattices of various designs are also possible using molecular beam epitaxy. MBE is

versatile in that layers of any composition (including graded layers) and thickness can

be produced with high uniformity and accuracy. Superlattice structures with thin layers

(in the nanometer regime) of semiconducting material, which are separated by insulating

layers, to form quantum well structures are readily produced by MBE. To aid in

development, growth and testing of such structures, various techniques are used for film

analysis.

With good analytical data, attempts can be made to understand epitaxial growth

processes and thereby improve processing methods and achieve better results. Two

important facets of GaAs process technology then become: 1) the relationship between

growth conditions and epilayer parameters and 2) the non-destructive evaluation of
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resultant structures. In practical terms, two of the more important goals in process

technology have been to reduce the temperature at which quality monocrystalline

epilayers are produced and to develop analytical techniques that furnish detailed

structure and composition information about MBE grown structures. The work described

in this report reflects attempts to characterize III-V material grown on GaAs by MBE

in terms of appropriate models, processing conditions, structure, and composition.

Characterizing Epitaxial Layers and Superlattices

The use of a high resolution x-ray double crystal diffractometer was made in

determining the composition, thickness and structure of molecular beam grown films and

multilayers on GaAs (001) substrates. It has been shown that diffraction techniques may

be used as an integral part of III-V semiconductor film characterization [3]. Its use in

the analysis of A1GaAs epilayers on GaAs, for example, has been of particular interest

recently [4,5]. The present discussion will highlight the way in which high resolution

diffractometry was used in the characterization of GaAs and A1GaAs layers on the (001)

GaAs substrate; it will include a description of the analysis of superlattices composed of

these materials. However, research objectives have also included the study of other III-V

substrates, epilayers and structures (e.g. utilizing GaSb, InAs, GaSbAs, etc.) by diffraction

pattern analysis.

Strain is an important characteristic of an epitaxial film and may be used as a

parameter to assess film properties [3]. The cause of strain in epitaxial films is primarily

due to the difference of the bulk lattice spacing of substrate and film parallel to the
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interface, the so called lattice mismatch. By analyzing high resolution diffraction "rocking

curves", structure and composition data may be derived for the III-V systems under

study.

The film strain parallel t .ie interface between two perfect cubic crystals is given

by e.piayer = (a,- af / af), where a. and af are the lattice parameters of the unstrained

substrate and epilayer film respectively. A number of factors be identified as contributi

to the production of strain in a system may be identified and described by a strain tensor

(the components of which and whose form will not be described in detail). A discussion

of the mechanism by which strain is relaxed will not be considered in this discussion. It

will suffice to say however that deduction in strain in thick films is caused by misfit

dislocations. A more thorough description may be found elsewhere [3,6].

If the strain tensor for a system is determined, the film strain Ehkl parallel to the

unit vector normal to the (hkl) planes can be computed. In the case of the systems

described herein (e.g. AlxGal.•As on GaAs), the rocking curves of the (hkl) planes

typically show two peaks, from the substrate and film respectively. They are separated

by awhva = A~hka + AWA, where the first term represents the difference of Bragg angles

due to the difference in lattice spacings between substrate and film and where the last

term represents the change w due to the tilt in lattice planes by A',hkl. If the sample is

rotated around the diffraction vector, a&bk can be determined as the mean value of two

measurements of aw taken at two azimuths 1800 apart.

The mismatch between epilayer and substrate may be described by perpendicular

and parallel components. By using reflections from the (004) planes, the perpendicular
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component can be evaluated. A parameter known as the relaxed mismatch may be

defined as the mismatch the layer would have if it were totally relaxed. If the mismatch

and layer thickness are not too large, the layer will tetragonally distort and maintain a

coherent interface with the parallel component equal to zero. If relaxation occurs,

this component will be non zero and asymmetric reflections (e.g. (115)) need to be

considered to evaluate it.

This procedure forms the basis on which III-V epilayers are analyzed by x-ray

diffraction and thereby provides important structural and composition information.

Experimental

Films and superlattices were grown on (001) oriented GaAs wafers in a Varian

Gen II Molecular Beam Epitaxy system using heated solid source effusion cells. The

system was equipped with a reflection high energy diffraction (RHEED) facility.

Samples were characterized using a Rigaku double crystal high resolution x-ray

diffractometer. Cu K, radiation (40 kV, 30 mA) was used with GaAs reference crystal

to give non-dispersed beam from (004) reflections through a 1 mm aperture.

Rocking curves were obtained for samples and include the (004) symmetric

reflections at 0 and 180 degree rotation, and asymmetric (115) reflections at glancing exit

and glancing incidence angles. Rocking curves were obtained by scanning at 2 to 4

arsecond steps with counting times of about 10 seconds. Lattice mismatch factor, epilayer

composition, and superlattice period were obtained for samples as necessary. Rocking

curve simulations were performed.
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Epitaxial Growth on GaAs

GaAs was grown on (001) GaAs by MBE under various conditions to assess

effects on physical parameters. Deposition temperature, flux and sticking coefficients are

important factors influencing growth. In ultrahigh •.cuum, film growth is governed by

kinetics of interaction of the molecular beams and not thermodynamic equilibrium.

For III-V materials it is observed that when the lattice mismatch is small and the

thickness of the epilayer is not large, the elastic strain in the layer is not relieved by the

formation of misfit dislocations. It is hoped that by studying the growth of GaAs on

GaAs, where no lattice mismatch is present, as a function of temperature, the interfacial

strain may be observed and assessed by high resolution x-ray diffraction.

Representative rocking curves for 2A MBE grown GaAs films at 250, 325 and

350'C are shown in Figure 1. Table I summarizes the data obtained for this series of

samples. At a growth temperature of 350 * C, a single sharp (004) reflection is observed.

At lower temperatures, the epilayer peak begins to be resolved. As strain is reduced, the

splitting between substrate and epilayer peak is lessened. By comparing this data with

that of results from rocking curves for other reflections, lattice parameters for the films

may be calculated and reconciled with the mechanism of growth described below for a

low temperature process. These analyses are still underway.
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TABLE I Effect of Temperature on the MBE Growth of GaAs
High Resolution X-Ray Diffraction Rocking Curve Data

GROWTH PEAK WIDTH PEAK WIDTH PEAK
TEMPERATURE SUBSTRATE OVER[AYER SPLITTING

(°C) (arcsecs) (arcsecs) (arcsecs)

200 21 40 120
250 21 22 47
300 26
325 48
350 19 0
400 21 0

To understand the growth process of GaAs epilayers at various temperatures, it

is convenient to begin a discussion with a description of the dynamics of adsorption and

desoprtion of the substrate material. The (001) oriented GaAs surface is polar and may

be terminated by either Ga or As atoms or a combination of both. Above 300 'C a

surface which is arsenic rich, will lose up to about 0.5 monolayer of arsenic as As 2,

leaving a Ga rich surface. At temperatures above 550 °C, the dissociative Langmuir

evaporation of GaAs becomes significant [7]. Desorption is congruent below 630 'C

(that is, the fluxes, Ji, leaving the surface are related by J a = 2 JA•2)" In this temperature

range the evaporation rate of the compound is determined by the desorption rate of Ga

with arsenic evaporating as As,; between 550 °C and 630 'C, evaporation rates may be

between 0.01 and 1.0 monolayers per second. Above 630 0 C, As2 is lost preferentially

and the free Ga on the surface aggregates to form liquid droplets.

Arsenic fluxes may be comprised of either As2 or As4 molecules while the incident

gallium specie is monatomic. The interaction of As2 with a Ga monolayer terminated
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surface of GaAs occurs with a sticking coefficient of unity. Stoichiometric GaAs will be

produced provided JGa < 2JA,2; any excess As2 lost by desorption. Above about 300 'C

other processes become significant. Between 300 'C and 600 'C the sticking coefficient

increases. Thus the total flux of ,,s, leaving the -urfaces is made up of two parts; one

from the dissociation of GaAs, which in turn creates a Ga surface population, and from

incident molecules which are not absorbed. The sum is constant, but the ratio is

dependent on temperature. The surface concentration of gallium and arsenic present

during growth will therefore depend on substrate temperature and relative flux

intensities.

Growth processes involving As4 flux are more complex than those involving the

dimer [8]. When Ga and As4 beams interact on a GaAs surface the relative flux ratios

strongly influence the As4 sticking coefficient For JGa < < JA the sticking coefficient is

proportional to JGa and stoichiometric GaAs is produced. When JGa < JA•, however, SA.

becomes independent of JGa but never exceeds 0.5. With As4 in this temperature range,

excess Ga is incorporated into the growing GaAs film despite the fact that not more than

half the As4 supplied to the substrate surface is consumed.

The growth process involving Ga-As2 interactions on GaAs is a simple first order

dissociative chemisorption of As2 dimer on a Ga surface atom (with the possibility of an

association reaction to form As4 at lower temperatures and of some GaAs dissociation

at higher temperatures. The important feature in the model for the growth of GaAs from

Ga and As4 is the pairwise dissociation of As4 molectles adsorbed on adjacent Ga atoms.

From two As4 molecules four As atoms are incorporated in the GaAs lattice and the
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other four desorb as an As4 molecule.

Single Layer Al1Gal-As Analysis

If the strain tensor is obtained for a film/substrate system, the strain free lattice

parameter of the film can be determined. In substitutional systems, e.g. (Ga,AI)As, the

composition of the film can be determined from the strain free parameters by Vegard's

Law [9]. Thus the composition of AIGaAs films grown on GaAs were determined in this

study.

Since the A1GaAs layer is tilted with respect to the substrate, that is, misoriented

from (001) GaAs, its effect on AO (the measured angular spacing between the substrate

and layer peak) must be considered prior to calculation of Al mole fraction. The tilt is

therefore determined by measuring the peak splitting before and after rotating the

sample. The epitaxial layer can also influence Ao. This effect is dependent on both the

thickness and strain in the layer. Therefore, both symmetric and asymmetric reflections

were used to derive Al concentration.

AlxGaj.As layers were grown on (001) GaAs using As, Al and Ga sources as

described above. Rocking curves taken for the (004) symmetric reflection at 0' and 1800

rotation and (115) reflections at glancing incidence and glancing exit angle were

recorded and analyzed to obtain the Al composition. A representative (004) rocking

curve for an MBE grown AlxGaj-As epilayer on (001) GaAs is shown in Figure 2. The

epilayer and substrate peaks were split by 79 arcseconds and have full widths at half

maximum intensities of 21 and 15 arcseconds respectively. The composition of the
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epilayer was determined to be 0.237 Al from the double crystal diffractometer rocking

curve data as illustrated by the method below.

a0 for the (004) and (115) reflections were determined and used to calculate

.id/d, the strain perpendicular to the interface, using the expressi, Ad/d = -, ,t(Os)Ao

[41 (where Os is the substrate Bragg angle). Since ad/d(W) is related to (c - a,)/a, and

Ad/d(lls) is related to (a - aja.) (where a, c, and a, are lattice constants), the following

expression could be constructed and solved for Aa/a: ad/d = (h2 + 12 + k2 )-1 . [(h2 +

k2) {Aa/a} + 12. {(c - aj/a}1.

Using the average Poission ratio, v, for GaAs and AlAs, and the expression c -

aequiv/a - acqui - -2,,/I-,, values for a and c were obtained (c = Ad/d(004) * a. + a,; Aa/a

+ aj) and used to calculate aequiv* Thus aequiv = ((2,/1-J,).a+c).((l+(2v/1-,))1'. To

provide x, the composition, (aequiv - aG.A.) / (aGI - aG&) was calculated.

GaAs/AIGaAs Superlattices

The modulation of strain and composition in III-V superlattices may also be

determined from rocking curves as a special case of the laminar structures described

above [10]. The existence of the superlattice period has been shown by small angle x-ray

diffraction and high angle diffraction experiments [11]. The structure profile,

representative of the systems under study, is given in Table II.
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TABLE 11 Profile of 6 rm n-Type GaAs Quantum Well Structure

PROFILE MOLE % THICKNESS DOPANT [Nd-Na]

n GaAs 0.5 um Si 1 x 1018
i AlGaAs 15 % 50 nm None

i GaAs 0.5 nm None
n GaAs 6 nm Si 1 x 108

50X i GaAs 0.5 rum None -----
i AlGaAs 15 % 50 nm None

n GaAs 0.8 um Si I x 1018
i GaAs buffer 0.2 um None -----
si GaAs substrate

To a first approximation, the superlattice structure can be regarded as having a

unit cell that has the same lattice parameters parallel to the substrate and a near

multiple of the lattice parameter perpendicular to the substrate. The spacings in the

system will depend on the lattice constants of the individual layer components and also

on the elastic strain components introduced by the lattice mismatch between them. By

using simulations, and appropriate models it is possible to determine structure and

composition information about superlattice structures.

Figure 3 shows the experimental and computed symmetric (004) rocking curves

for a 6.0 nm n-type GaAs quantum well superlattice (with period of 57 rum) deposited

on (001) GaAs by MBE. The experimental curve, shown in Figure 3, yielded a

periodicity of 57.0 tum with Al mole fraction of 0.171. To confirm the physical

parameters, simulations were performed. The model used for computation is given by
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a laminar periodic structure with a superlattice period consisting of two layers, GaAs and

AlXGa1.,As, each with its own structure factor, thickness and strain and based on

dynamical theory ,: 'v-ray diffraction [12]. The fitting of the experimental data to the

theoretical curve .s achieved by trial and error adjustment of the structural parameters

(using the RADS simulation program published by Bede Scientific, Ltd.). It was

determined that the supperlattice period was 56.3 nm with unit layer thicknesses of 48.5

nm and 7.7 nm for the GaAs and AIGaAs components respectively. The Al mole

fraction was determined to be 0.2. This data being in good agreement with experimental

and projected profile. However, background and other corrections (for instrument

function and crystal curvature) are still under study. Other well structures were studied;

including those fabricated with p-GaAs and whose thickness dimensions were as small

as 2 nm.

HEMT's and Other Heterostructures

In general, the profile of high electron mobility transistor structures studied were:

n-GaAs I Al.Ga1..As I n-AlGal_,As I AlxGalvAs I SI GaAs (where x -- 0.27 and n = 2x10'8

cm-3). n-GaAs and AlGaAs layer thicknesses varied between 5 to 10 nm and 5 to 50 nm

respectively. Systems had been grown on 3" SI Gas wafers from Sumitomo. Source

temperatures were typically: Ga, 970 0 C; As, 300 C; Al, 10000C; and Si, 11250 C. The

V/III BEP ratio was approximately 11.5. The substrate temperature was typically 900 C.

Hall mobility and density measurements were available for the samples.

Symmetric (004) rocking curves were used to provide the basic data necessary to

evaluate the structure and composition of HEMT structures. In general the diffraction
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peaks for the samples were sharp with broad pronounced tail structure. Attempts were

made to resolve the layer and substrate peaks with curve resolution and rocking curve

simulation programs. To date no definitive information on the results is available.

Studies of a number of other systems, e.g. GaSb and InAs on GaAs, were initiated;

however, due to the preliminary nature of the data, results will not be discussed here.

Summary

High resolution x-ray double crystal diffractometry has been used to determine

the structure and composition of MBE grown III - V layers on GaAS with the aid of

rocking curve simulation. GaAs growth on GaAs, AlGaAs epitaxy, superlatices, HEMT

structures, and quantum well structures were studied. Detailed results of this effort will

be presented in at least two papers; to be submitted to Physical Review Letters and

Materials Research Bulletin. Collaborative efforts between the author and the Surface

Interactions Group in MLBM at Wright Laboratory are sought and will be considered

in AFOSR extension funding.
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Abstract

Focusing intense laser light along with some of its second harmonic into a glass sample

transforms the glass into a frequency doubler. We present a new method to measure the optical

phase shift between the second-harmonic beam used to seed the glass and the second-harmonic

beam subsequently produced by the glass sample. Determination of this phase shift is essential for

understanding the growth dynamics of the effect, and its value can discriminate between proposed

theoretical models. We also investigated and characterized a second, non-optical technique to

transform an ordinary piece of glass into a frequency-doubling element. This second method relies

on electric field poling in which a thin sample is heated to -300 *C and immersed in a strong dc

electric field (3 kV/mm). After cooling the sample in the presence of the field a permanent second-

order optical nonlinearity is induced in the glass. We studied the polarization properties of the

induced nonlinearity to determine if the effect arises from a dc field locked inside the material. The

polarization studies show that the optical nonlinearity cannot be explained by simply invoking an

internal dc electric field.
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EXPERIMENTAL STUDIES OF SECOND-HARMONIC

GENERATION IN GLASS

Vincent G. Dominic

Part I - Introduction: Phase-shift measurement

In 1986 Osterberg and MargulisI observed that illuminating a glass optical fiber with

intense infrared light for several hours eventually caused green light to emerge from the far end of

the fiber. Because glass has inversion symmetry, such frequency doubling in glass should be

forbidden. Although a virgin glass fiber exposed to intense infrared light initially produced no

second-harmonic signal, during -10 hours of infrared illumination green light appeared and slowly

increased in strength. A year later Stolen and Tom2 showed that launching some green light into

the fiber along with the infrared light dramatically increased the speed of the process, so that the

fiber could now perform as a frequency doubler after only minutes (instead of hours) of

illumination. These effects remained unexplained for 6 years but are now understood; the incident

green and infrared beams cause a dc electric field to spring up in the glass, and this semi-permanent

dc electric field both ruins the inversion symmetry of the glass and permits periodic phase-

matching of the frequency-doubling process.

Previously, we showed that the dc electric field is created by charges that migrate in the

glass after multiphoton ionization from the intense incident optical fields.3 Using an optical probe,

we experimentally mapped out the detailed shape of the dc electric field in the transverse plane (call

it the x-y plane), i.e., in the plane perpendicular to the path of the two original incident light beams.

In this paper we measure the relative spatial phase shift A6 in the propagation direction between the

green beam used to seed the glass and the second-harmonic beam generated inside the glass.

Why is this spatial phase shift worth measuring? Because it provides a check on the

validity of current theories of second-harmonic generation in glass. The injected light beams at a)

and 20a) create a dc electric field in the glass, which then allows second-harmonic generation. Is the

green light produced by second-harmonic generation in phase with the green light that originally

-seeded the process? Recent experiments 4-6 have measured these two green beams to be out of

phase by 900, which is exactly the wrong value for this process to be able to bootstrap up and grow

in strength. (Adding a small vector at 900 to an existing vector only rotates the vector's direction

but does not increase its magnitude. If the phase is initially different from 90* this paradox is

avoided.) We show that the phase shift is not necessarily 900 in all glasses, and is -44* in our

Schott SK5 glass samples.
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There have been four previous measurements 4 -7 of the phase shift between the seeding and

fiber-generated green beams. All these measurements use the interference between light beams that

were doubled in separate nonlinear materials. These types of experiments have a long history8-16

and generally make use of only two nonlinear elements. In the present case we want to compare

the relative phase of the seeding green beam and the glass-generated green beam. However,

because the generated green light is much weaker than the seeding green beam, in order to directly

interfere these two beams the seeding green beam must first be greatly attenuated. The only place

to attenuate the seeding green beam and not the glass-generated green beam is before the glass

sample, but inserting an attenuator there inevitably shifts the phase of the seeding green beam.

Margulis et al.4 studied a germanium-doped glass fiber. They greatly attenuated their seeding

green light and measured a phase shift of AO = +990 ± 9.2* (The + sign means that they had to

increase the optical path length of the seeding green in order to reach the interference fringe peak.)

A second measurement 5 also used germanium-doped fibers and a complicated scheme in which the

second-harmonic generating crystal that provided the green seeding beam was intentionally phase-

mismatched. Determination of the phase shift in this case requires careful consideration of the

beam walkoff in the doubling crystal. Their measured phase-shift was A0 = -88* ± 4°. In ref.

[61 the phase shift is measured in a bulk glass sample (Soviet glass ZhS-4) by utilizing non-

colinearly polarized green and infrared seeding beams (see also ref. [14]). In this case the

generated green and the seeding green are polarized differently and an analyzer may be used to

equalize their magnitudes for good fringe visibility. For three different relative orientations of the

seeding polarizations the phase shift was found each time to be nearly 90*. In this experimental

arrangement, as well as the previous two discussed above, the act of measuring the phase shift

tends to perturb it as well. Dianov et al.7 utilized temperature dephasing to deduce that the phase

shift was 1350 (no error reported), but their conclusion hinges on the charge transport model that

they used, which we believe is flawed because it doesn't predict the observed signal growth.

Experimental technique

We developed a new technique to measure the phase shift between the seeding and the

glass-generated green light beams. Our technique is similar to the methods discussed above,4-6

except that we use three frequency-doubling elements and so avoid perturbing the original seeding

setup, as shown in Fig. 1. Three doubling elements produce three different green beams: (i) The

doubling crystal (LBO) located before the glass sample makes the original green seeding beam. (ii)

The glass sample creates the green signal beam. (iii) Another doubling crystal (KTP) located after

the glass sample provides a green reference beam. In order to determine the relative phase of
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Figure 1. Heuristic experimental schematic showing that we interfere the second harmonic generated in either the
LBO crystal (green-block filter out, experiment #1) or the "seeded" SK5 glass sample (green-block filter
in. experiment #2) with the second harmonic produced in the KTP crystal. Translation of the glass
prism shifts the relative phase of the green (either LBO-generated or SK5-generated) compared to the
infrared which is later doubled in the KTP crystal.

beams (i) and (ii), we measure two separate interference patterns, namely that between beams (i)

and (iii) and also between beams (ii) and kiii). We then compare the phases of these two

interference patterns. If they are the same, it implies that beams (i) and (ii) were in phase, since

both interference patterns share the common reference beam (iii). However, if the phases of the

two interference patterns differ by an amount AO, then beams (i) and (ii) must differ by the same

relative phase AO. It is precisely this phase shift between the green seed and the green signal that

we want to measure. Notice that instead of attenuating the seeding green beam, we simply block it

and replace it with the infrared seeding beam, which we then double in a KTP crystal after the

infrared light has passed through the glass sample. Any phase shift that the green-blocking filter

imparts to the infrared beam appears on both the SK5-generated second harmonic and the KTP-

generated beam, and so is automatically canceled. This cancellation occurs because second-

harmonic generation is a coherent process in which the phase of the generated beam bears a definite

phase relationship to the source beam.

The infrared beam incident on the KTP crystal acts as a phase reference in our

.measurements. Consequently, all phase shifts introduced by optical dispersion between the green

and infrared beams are irrelevant unless they occur between the glass sample and the KTP crystal.

For example, any phase shifts caused by the multitude of polarizers and waveplates located

between the laser and the glass sample will not affect our measurements; they cancel out when we

take the difference of the two interference patterns. The relative phase between the green beam

incident on the KTP crystal and the green beam generated by that crystal will shift as the two

beams propagate through the crystal, because the crystal is birefringent and the polarizations of the
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two green beams are different. However, this phase shift also cancels out because it is present in

both interference patterns.

Our full experimental setup is shown in Fig. 2. We use a mode-locked (76 MHz repetition

rate) and Q-switched (1 kHz pulse rate) Nd:YAG laser (Coherent Antares). Scone of the infrared

(1.064 grm) from the laser is frequency doubled in a lithium triborate (LBO) crystal that is non-

critically phase matched, so that the green and infrared beams follow the same optical path. We
adjust the powers of the infrared and green seeding beams with two harmonic waveplates and a

polarizer. We use 2.5 W of IR power and 1.5 mW of green power to seed a virgin location in our

Schott SK5 glass sample. At the focus these powers correspond to 4x10 1I W/cm 2 and 3.2x 108

W/cm 2 of peak power for the infrared and green beams, respectively. We monitor the growth of

the second-harmonic light generated in the glass sample by momentarily and periodically blocking

the green seeding light with a spinning wheel, and any green light generated by the glass sample is

detected by a photomultiplier tube. After the green signal becomes sufficiently strong (- I hour),

we monitor, with an apertured detector, the interference between the green beam generated by the

original LBO crystal and the green beam generated by doubling of the infrared beam in the KTP

crystal. The dispersion of our prism conveniently separates the centers of these two beams in the

horizontal direction, so that a high-contrast interference pattern can be obtained by placing a

aperture closer to the weaker of the two beams and translating the prism to sweep the interference

pattern past the aperture. (The green generated by the SK5 sample is much too weak to affect this

interference pattern, since the infrared-to-green conversion efficiency is less than 10-5). After

accumulating several fringes, we block the green seeding light from the LBO crystal with a green-

block/infrared-pass filter, and return the prism to its original position, being careful to eliminate

backlash. We then monitor the interference fringes between the green generated by the glass

sample and by the KTP crystal, as shown in Fig. 3. Notice that both of the measured interference

patterns share the green light generated from doubling the infrared in the KTP crystal. Because

this green beam is a common reference for the two interference patterns, a comparison of the two

patterns directly reveals the phase shift between the LBO-generated green (seeding beam) and the

SK5-generated green (glass signal beam). We measured the phase shift fifteen times, and we
found that the average phase shift (and its standard deviation) was AO = -43.7* ± 2.6*. In Fig. 3

an increase in the prism position corresponds to increasing the glass thickness in the optical path.

We found that moving the prism by 305.3 p.m gave one full fringe. From the dispersion of the

BK7 prism we expected a value of 309.2 gam.
We found an interesting complication in our experiment: the measured phase shift AO had

different values if we probed slightly different locations in the glass sample, and the phase shift

also depended on the location of the aperture in front of the "interference fringe" detector. Suppose
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Figure 3. (a) First we observe the interference pattern between the LBO- and KTP-generated second-harmonic beams
by translating a phase-shifting glass prism. (b) Next, we block the green seeding beam (LBO-generated)
and measure the interference between the SK5- and KTP-generated second-harmonic beams. The phase
shift between the LBO-generated seeding beam and the SK5-generated signal beam is shown directly as
the shift between these two patterns.

the incident seeding beams propagated in the z direction and both beams were polarized in the y

direction. Figure 4 shows the variation in the measured phase shift as the glass sample was

translated in the y direction, that is, transverse to the direction of the light beams. In Fig. 4a we

show that if the aperture is above the centerline of the two interfering beams, then the measured

phase shift changes rapidly for small vertical displacements of the sample. Fig. 4b shows the

converse case when the aperture is below the centerline. To obtain Fig. 4c we carefully centered

the aperture and observed that the measured phase shift is uniform in the central region, but

undergoes an abrupt step of 1800 towards the wings. Horizontal displacement of the sample did

not affect the measured phase shift. This dependence of the phase shift on the position of the

probing beam is expected from the spatial shape of the dc electric field locked inside the glass

sample. For the case in which the seeding beams are both vertically polarized, Fig. 5 shows the
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Figure 4. We demonstrate here that the measured phase shift is sensitive to both the position of the aperture before
the "interference fringe" detector and the location that the reading beam probes the dc electric field. (a)
The aperture is too high and the phase shift sharply decreases as the probe beam is scanned vertically. (b)
Same as (a) but here the aperture is too low. (c) When the aperture is on the centerline, the measured
phase shift is flat in the central region but jumps by n as the probe is moved vertically. The dashed line
in (c) shows that the phase shift does not change as the horizontal position of the probe is varied.

measured shape of the dc-electric field in the glass. 17 Imagine probing this transverse dc field

pattern in its center, where the dc electric field is directed up, in the +y direction. In this central

region the phase of the dc electric field is not changing, but if the probing beam is moved either up

or down it eventually reaches a region where the dc electric field switches sign, and now points

down in the -y direction. Switching the sign of the dc electric field imparts an extra 180' phase

shift on the green beam generated in the glass sample (as we will show in Eq. 2 below), and

-.explains the abrupt phase change seen in the data of Fig. 4c. Notice that translating the probe

horizontally along the centerline scans a dc field that always points in the same direction, and so we

expect and observe no dependence of the measured phase shift as we scan the horizontal position

of the probing beam, as shown by the dashed line in Fig. 4c. Only by carefully adjusting both the

aperture position and the sample position is the flat-top data of Fig. 4c obtained, and the actual

phase shift is revealed. If these precautions are not taken, then an arbitrary phase shift value can be

obtained. This complication was not recognized in previous phase-shift measurements.
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Figure 5. Measured shape of the light-induced dc electric field for the case where both of the seeding beams are
vertically pola: zd. We map the field direction in the plane transverse to the light propagation direction.
As you move "iong the vertical axis of symmetry the field switches direction at two points. As you
move along the horizontal axis of symmetry, the field direction is "up" along the entire line. The shape
of this dc field explains the phase-shift behavior demonstrated in Fig. 4.

Phase shift of the dc electric field

In our experiment, the intensity of the glass-generated green is always much less than that

of the LBO-generated green that seeds the glass. In this case the LBO-generated green beam seeds

the dc field and sets the field's phase, and the weak, glass-generated green beam does not affect its

own generation. The simplest model2 for producing the light-induced dc electric field leads to the

following relationship between the dc electric field and the seeding optical fields:

E d,= r E (0  E w0 (E4 ,),Lo ei(2 k .-k2 .)z

= I11EO, Ew, (E C,)LBO e(i2k1-k).)Z-i~r

where Or is the phase-shift between the dc electric field and the interference pattern, and (E 2.)LBo

is the green seeding beam generated in the LBO crystal. This simple equation suffices for

heuristics, as we discuss below. We wish to determine the value of or. The coupled-mode

equation for dc field-induced second-harmonic generation is:
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d Ek • 3 oj ~ý - ,=__ - i(3) Edc Ew E. ei(2 k-' (2)

dz 2n,•c

Inserting Eq. 1 into Eq. 2 and keeping only the phase-matched terms in the interaction, we find:

dE2 = i 32 o xa) rll IE,14 (E 2 o)lo eilr (3)

dz 2n 2o1c

Note that the phase-shift AO between the glass-generated green and the seeding green

is Or = AO - 900; that is, the generated green is 90* degrees shifted from Or because of the factor

of i in the wave equation.

Our measurements show that the dc field induced inside of SK5 is not in phase with the

three-field interference pattern E. E2, that served to create the dc field. This photo-induced effect

is nonlocal and the phase shift is 1- = -133.7". We measured a similar value for the phase shift in

Schott glass SK4 under the same seeding conditions. These measurements contrast sharply with

the three reported 4 "6 phase shift values of 900 in Ge-doped fused silica4,5 and in Soviet glass ZhS-

4, where a local response was found.

Complications

We discuss potential sources of error in our measurement. First, we observed that even

after one hour of seeding the signal generated by the SK5 sample had not completely saturated.

Our phase-shift measurements were all performed after one hour of seeding, and the phase shift for

a saturated signal might be different. As evidence for this fact we observed that increasing the

power of the green or the infrared seeding beams and seeding for one hour led to larger values for

the measured phase shift. (Higher seeding power caused the second-harmonic signal to saturate

sooner.) Also, when we monitored the phase shift as a function of time we found that it slowly

increased. Therefore, the measured phase shift depends on the exposure time and the seeding

powers.

Our light beams are focused rather tightly into the SK5 glass sample, and so we must

-consider nonlinear optical phase shifts such as self-phase modulation and cross-phase modulation.

If the infrared power were the same for both fringe-shift measurements, then self-phase

modulation of the infrared and cross-phase modulation of the infrared on the green would be

common to both fringe measurements and so would cancel. Unfortunately, the green-blocking

filter that we insert to reflect the LBO-generated green unavoidably decreases the infrared power by

20%. The change in the self-phase modulation caused by this 20% change is common to both the

glass- and the KTP-green, since both are generated from the infrared. However, the effect of
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cross-phase modulation will not cancel, since the glass-generated green will suffer from this phase

modulation but the KTP-generated green will not. The effect of importance here is the difference

between the cross-phase modulation suffered by the LBO- and the glass-generated green. This

produces an additional phase of:

AOxpM = 4;r n,•Al (4)0.532 Wn(

where Al., is the change in the infrared intensity and n2 is the intensity coefficient of the refractive

index (3.2x10-16 cm 2/W in fused silica and similar in SK5). If the interaction length is the depth

of focus of the infrared beam (measured to be -340 gim in air and so inferred to be -510 g.m inside

the glass sample), then the phase change from cross-phase modulation will be AOxpM = 17.8".

However, the flexibility of our experimental technique allows us to measure the dependence of the

phase shift on the infrared reading power without disturbing the induced nonlinearity (because we

block the seeding green to avoid perturbing the induced effect while still measuring the relative

phase of the sample-generated green signal). We found that cross-phase modulation altered the

measured phase shift with a slope (in terms of the average infrared power) of -6°/W. The 20%

change in the infrared reading power caused by inserting the green-block/infrared-pass filter will

therefore alter the measured phase shift by only 3*. The extreme intensity dependence of the

second-harmonic generation growth rate 18 implies that the actual interaction length in Eq. 4 is

probably much less than the gaussian focal depth of the writing beams. This partially explains the

lower-than-expected dependence of the phase shift on the reading intensity.
Equation 1 states that the optical field product E. F_, is the source term for the dc field (in

the usual complex representation of the optical fields). Although the actual source term may

contain more complicated dependencies on the optical fields, these extra terms always contain the
product ofE E2_ and pairs of fields appearing in both conjugated and unconjugated form, so that

their phase information cancels. Thus, while E. E2., may not describe the entire intensity

dependence of the production of the dc electric field, it is precisely the spatially periodic driving

term responsible for the spatially periodic dc field created in the glass.

What is the physical origin of the phase shift between the dc electric field and the driving

term E.) EL,? This phase shift arises from the quantum mechanical scattering phase shift of an

ionized electron's wavefunction compared to a free wave expanding from the same location. The

electron is moving away from an attractive potential, and so it is delayed compared to a freely

traveling electron. The value of this scattering phase shift depends on the form of the binding

potential that tugs on the electron as it flees, and also on the momentum of the electron. For the
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case of a Coloumbic potential the phase shift can be given in closed form. In more complicated

cases the phase shift is not known.

Conclusions - Phase-shift measurement

The multiphoton ionization interference 19,20 model for the light-induced optical nonlinearity
in glass leads to a natural phase shift between the driving term for the interference (E, E,,E,) and

the dc electric field. This phase shift arises from the quantum mechanical scattering shifts inherent

in multiphoton ionization. This spatial phase shift affects the growth and saturation of the dc

electric field in much the same manner that spatial and temporal phase-shifts affect other light-

induced optical nonlinearities such as the photorefractive effect.2 1 We show that the phase shift is
not 900 as previously reported, but is -44" in our glass samples. This value of the phase shift was

very reproducible under our seeding conditions, but we also observed that the phase shift depends

on the seeding duration and the optical seeding powers. We will extend our work by measuring

the phase shift in Ge-doped fused silica, and in other bulk glasses to determine whether the phase

shift depends on the glass composition.

We believe that our experimental technique offers several benefits for studying the phase

shift. Because we can determine the phase shift without disturbing the seeding setup, we can

easily monitor the phase shift as a function of the seeding time and as a function of the reading
intensity. This flexibility results from introducing the controllable path length variation after the

glass sample. Also, the horizontal displacement of the infrared and the green from the phase-
shifting prism means that we can prudently choose a location (closer to the weaker green beam)

where the fringe visibility is high. We have also showed that the probe beam and the aperture must

be placed properly for accurate determination of the phase shift. This complication especially

impacts experiments in bulk glasses, but may also play a role in fiber experiments if the fiber is not

single mode at the second-harmonic wavelength.

Part II - Introduction: Poling of fused quartz

Application of a dc electric field to an isotropic material turns the sample into an electro-

optic device. The electric field breaks the original inversion symmetry and creates a second-order
optical nonlinearity that generally disappears upon removal of the applied field. Recently,

however, Myers et al.22 discovered a way to electrically pole ordinary fused quartz by heating the

glass to -300 *C and applying a dc electric field. This caused the sample to retain its second-order

optical nonlinearity indefinitely after cooling. The resulting strength of the nonlinearity is - 1 pm/V
which compares favorably with the best nonlinear crystals (lithium niobate: LiNbO3 - 30 pro/V).

28-13



Since glass is cheap, sturdy, and easily fabricated into optical waveguides. this induced nonlinear

optical effect will be extremely useful in making electro-optic waveguide devices.

The originally proposed microscopic mechanism for this poling effect in amorphous quartz

invoked migration of mobile ions (probably Na÷) and the subsequent formation of a space-charge

electric field near the anode surface of the glass sample. 22 The optical nonlinearity arises from

electric-field induced second-harmonic generation which obeys the followinr relationship between
the nonresonant third-order susceptibility X(3) (symmetry-allowed in all materials) and the second-

order nonlinear susceptibility X(2 ):

(2 3 4d, (5)

The direction of the dc electric field Edc produced by poling the sample is along the direction of the

applied voltage. The symmetry properties of :,(3) are well known and it is easy to show that the

electric polarization at the second-harmonic frequency P2.) produced by the =(2) nonlinearity in

Eq. 5 is related to the probing fundamental field E.) by the following vector relationship:
-' 0C .(3)'(3) EW(& . d")

6 ,x Edc(Ea"E) + 2 zX.,Eo(E" Edc). (6)

Only the component of the polarization density that is perpendicular to the propagation direction of

a wave radiates an optical beam into the far field. If the direction of propagation of the generated

second-harmonic beam is labeled k2. (parallel to k. in isotropic samples) then the component of

the polarization that radiates the second harmonic is given by:

iW "': 2W - kia,(k2w * P 2a). (7)

We choose i as the direction of propagation, i is vertical and ý is horizontal. If we express all

vectors in this coordinate system then we find that only the component of the dc field

-. L = (I -). idc contributes to the signal. If the second-harmonic signal is detected after the

beam passes through an analyzer characterized by a polarization vector •a, then the signal strength

is:

S-I k)+ 2X"'Y(e-* )EW&)j (8)

Since the direction of the applied poling electric field is known, these polarization properties are

easily checked by controlling the state of polarization of the probing fundamental beam and
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viewing the produced second-harmonic beam behind a polarization analyzer. We performed these

experiments and found discrepancies with the theoretical predictions.

Description of the experimental apparatus

We used a poling rig designed for contact-poling of organic polymer waveguides. The

electrodes contact both sides of a microscope slide sample (2" x 1" x 1 mm) composed of

commercial-grade fused quartz. We heated the electrodes (2 cm diameter, brass) to -350 'C and

applied 3 kV across the thin dimension of the sample. The sample remained at high temperature

for -20 minutes with the poling field applied before we turned the electrical heater off. After

cooling for -40 minutes the glass slide returned to room temperature and the poling field was

removed. After poling we noticed a change to the surface of the glass slide that made it frost when

damp, moist air was directed at the surface, however, this change occurred even without

application of the poling field. The visible appearance of the sample was otherwise unchanged by

the poling procedure and the measured absorption spectrum showed no distinct alterations.

The optical setup used to probe the induced second-harmonic generation effect is shown in

Fig. 6. We used a Q-switched (I kHz) and mode-locked (82 MHz) Nd:YAG laser operating at

1.064 gim with approximately 300 mW of average power focused with a 50 mm lens. The peak

power is -100 kW. We set the input infrared polarization with the W2 quartz half-wave waveplate

immediately preceding the input lens and we monitor the second-harmonic signal behind a dichroic

sheet polarizer that follows the re-collimation lens. A harmonic beamsplitter (reflects 532 nm,

transmits 1.064 gim), an infrared absorbing glass filter, a 532 nm interference filter, and a

photomultiplier tube serve to isolate and detect the signal. The output of the photomultiplier tube is

connected to a I M92 oscilloscope and a Stanford Research SR510 Lockin amplifier. The X/2

waveplate and the analyzing polarizer are mounted on motorized rotation stages controlled by a

Newport 855 motion controller. The data acquisition process is computer controlled.

The sample is attached to a vertical post so that the probe beam angle-of-incidence may be

altered to perform the Maker-fringe experiment. 23,24 We rotate the sample about a vertical axis so

that the proposed dc electric field lies entirely in the horizontal plane. If the thickness of the

"nonlinear region (spatial extent of the internal dc field) is much less than a coherence length

(lc = A,12/[n 2o, -n.] = 48 gtm in fused silica), then we won't observe any Maker fringes as the

sample is rotated. This is exactly what we observe as shown in Fig. 7. At normal incidence we

observe no second-harmonic signal since the dc electric field has no component perpendicular to

the propagation direction. As the incidence angle is increased, the projection of the dc field

increases, resulting in increased second-harmonic generation. At very high angles of incidence,
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Figure 6. Schematic showing the experimental arrangement used to measure the polarization properties of the poled
fused quartz samples. The half-wave waveplate (immediately before the input lens) and the analyzer are
mounted on motorized rotation stages. We can rotate the probing polarization and the analyzer
transmission axis to any orientation. We measure the complete behavior of the second-harmonic signal
as either the input polarization, the analyzer orientation, or both are rotated.
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Figure 7. Results of the Maker fringe experiment in which we measured the second-harmonic generation (SHG)
signal as the angle of incidence of the probe beam on the poled glass sample is varied. Also displayed is
the single-parameter theoretical fit to the data which assumes that the active nonlinear region of the
sample is much less than the coherence length.

the Fresnel reflectivity of the air-glass interface begins to reflect a significant fraction of the incident

infrared probe beam and the generated signal and the detected signal falls accordingly. Figure 7

shows the data as well as a theoretical fit utilizing only an overall magnitude parameter. The
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behavior displayed in Fig. 7 demonstrates that the nonlinear region is much shorter than one

coherence length since we don't observe an oscillating signal versus incidence angle.23 .24

We determined the polarization dependence of the generated second-harmonic signal by

performing the following experiments: 1) Set the analyzer horizontal (p-polarized) and rotate the

input polarization starting from horizontal. 2) Set the analyzer vertical (s-polarized) and rotate the

probing polarization. 3) Set the input polarization horizontal (p-polarized) and rotate the analyzer.

4) Set the input polarization vertical (s-polarized) and rotate the analyzer. 5) Rotate the input

polarization and the analyzer together so that they remain parallel ( ý 1a)1 6) Rotate the input

polarization and the analyzer together so that they remain crossed (. ) ) Equation 8 shows that

experiments of type #5 and #6 both determine the projection of the internal dc electric field onto the

direction of the analyzer. We show in Figs. 8-10 the data from these six experiments and we have

grouped them as rotating-input-polarization experiments (Fig. 8), rotating-analyzer experiments

(Fig. 9), and rotate-both experiments (Fig. 10). In Fig. 10 we plot the data in cylindrical

coordinates so that for a given orientation angle 0 of the analyzer, the distance from the origin in

this direction gives the strength of the measured signal. In all these figures we also show the best

theoretical fit to the data obtained using Eq. 8 along with the condition X., = (3Ca) which is true

for non-dispersive materials (Kleinman's conjecture). We see that there is stark disagreement

between the measured data and the theoretical fits utilizing the internal dc electric field model.

We performed many checks to determine whether our experimental setup contained an

artifact responsible for the disagreement between the theory and the data. We tried probing

different locations in the poled region, including the very center, and found no difference in the

observed signal. We changed the focusing/re-collimation lenses to 5X objectives to determine if

the disagreement was caused by the focusing conditions and found no difference. We found no

evidence for birefringence in the poled region of the sample or infrared leakage into the

photomultiplier detector. We checked for and ruled out any polarization sensitivity of the detection

system. We changed the polarization analyzer to a Glan-Thomson prism and observed no change

in the measured dependencies. We insured that the 1.064 Am X/2 waveplate gave very pure

polarization rotation. We inspected the optical probing beam and observed no spatial asymmetry in

.its shape. We performed all six experiments for different amounts of reading power and at various

angles of incidence and in numerous different poled quartz samples. In no case did we observe

significant departure from the behavior displayed in the following figures.
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Figure 8. We rotated the input polarization and set the analyzer either horizontal (a) or vertical (b). The
experimental data is shown by the circles and the solid lines indicate the best fit using Eq. 8.

0.008 , 1 ' 1
0.04 ) (b)

0.006 0
S0.03 V'a)

"".
"C 0.004

.V 0.02-

Q • 0.002X 0.01

0.00 0.000 , L
0 90 180 270 360" 0 90 180 270 360"

Input Polarization (0°=Horizontal) Input Polarization (0°=Horizontal)

Figure 9. We fix the input polarization either (a) horizontal or (b) vertical and rotate the analyzer.
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Figure 10. Here we rotate the input polarization and the analyzer. In (a) they are parallel, in (b) they are crossed.
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Conclusions - Poled fused quartz

We have found strong disagreements between the proposed model for second-harmonic

generation in poled fused quartz and our experimental observations of the polarization dependence

of the effect. We have checked for and eliminated many possible experimental errors in our setup.

We conclude that the induced second-order nonlinearity cannot be explained by simply invoking an

internal dc electric field. Several other mechanisms are possible such as microcrystallite formation

or alignment of dipolar moieties inside the glass host. We are currently conducting investigations

to probe for these possibilities.

Even without a complete understanding of the microscopic mechanism responsible for this

unusual nonlinear optical effect, we believe that poled fused quartz holds great promise as a

wave-uide material for electro-optic and second-harmonic generation devices. This is also

demonstrated by the rapidly increasing interest in this phenomenon. 2 5 -2 8 Glass is cheap,

mechanically rugged, easily formed into waveguides, and highly resistant to optical damage. We

have begun investigating the electro-optic properties of our poled glass samples and we will extend

this research to include a complete characterization of the poling process and and to investigate

alternate glasses.
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FIBER MATRIX INTERFACE - INFORMATION

FROM EXPERIMENTS VIA SIMULATION

George N. Frantziskonis

Department of Civil Engineering

and Engineering Mechanics
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Abstract

This study explores a novel procedure for obtaining quantitative information on the

mechanical properties of the fiber-matrix interface in composite materials. The method simulates

actual experiments in detail, including fiber breakage, matrix yield and/or cracking, and interface

failure. The paper concentrates on two commonly performed experiments, the so-called

fragmentation test for metal matrix, and the pushout/pullout test for metal as well as ceramic

matrix composites. Based on the documented capability of the technique to simulate actual

experimental data, reliable values of interface (homogenized) properties can be obtained. In

addition, the simulations provide further understanding of the mechanisms involved during the

relevant testing. Although this study presents results from basic problems, the method is general

enough to include effects of residual stress, of high temperature environment, of dynamic crack

propagation, as well as three-dimensional details of the interface failure process. The potential

exists for simulating non destructive wave based techniques aimed at evaluating interface

properties.
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INTERFACES IN COMPOSITES - INFORMATION

FROM EXPERIMENTS VIA SIMULATION

George N. Frantziskonis

Introduction

Physical reasoning suggests that the mechanical properties of composite materials rely

significantly on the nature of the interface between fiber reinforcement and matrix. It is the

interface that delivers information (kinematic and dynamic quantities) from the matrix to the fiber

and vise versa. Failure of composites involves not only failure of fibers and matrix, but also

involves the propagation of cracks along (and across as explained subsequently) interfaces. The

properties of such cracks, i.e. dissipated energy during propagation, their interplay with

matrix/fiber, etc., are decisive for the macroscopic properties of a composite. It is therefore

important to understand the interface properties and its role in the overall mechanical performance

of a composite. Consequently, interfacial characterization has received intensive attention, from

the experimental as well as the analytical point of view.

Various experimental procedures addressing interfacial properties have been designed.

Mechanical destructive tests have been and are being used. Recently, attempts to characterize

interfacial properties non-destructively, i.e. Karpur et al (1993), have also been examined. It is

not intended herein to provide a thorough review of the literature on interfacial properties and

testing. However, reference is given to those works directly relevant to the present study. For

reviews and trace of the literature we refer to Metcalfe (1974), Evans et al (1991), and the works

cited therein. For analysis of micro-mechanical stresses involved we refer to Pagano (1991) and

McCartney (1990).

In general, a "universal" experimental procedure designed to identify interface properties

for various material combinations has not been identified. This is due to the fact that it is very

difficult, if not impossible, to examine interface properties directly - to isolate the interface

response. The relevant test measurements are sensitive to the properties of the matrix, the fiber(s),
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the interface(s) present, and the geometry and load conditions of the test setup. For example,

while the so-called single fiber fragmentation test has proven effective for metal and polymer

matrix composites, it is rather inappropriate for ceramic matrix ones. This is discussed further in

the following.

The present study focuses on: (a) the single fiber fragmentation test, often performed on

metal matrix composites, (b) the pushout and pullout tests on metal and ceramic matrix

composites. The following section concentrates on the information available from such tests,

followed by the description of the numerical simulation procedure used herein, and presentation

of relevant results. Throughout, the paper discusses the method and results critically, and

evaluates the potential of the approach. It is stressed that more needs to be understood in this

important area of interface properties identification. It seems that the success in doing so depends

heavily on close cooperation between experimental work, destructive and non-destructive, and

analytical, sim ation work.

Ex2erimental Information

In the single fiber fragmentation test a fiber is embedded in a ductile matrix. The sample

is subjected to tensile loading along the fiber axis. Through transfer of load from the matrix to

the fiber, at some point the fiber breaks. Further loading results into that the fiber breaks

successively into smaller fragments until the fragments become too short to enable further

increase in the fiber stress level. Figure 1 (from Roman et al 1993, where also an overview on

the single fiber fragmentation test is given) contains typical results obtained from fragmentation

test on SCS-6 SiC fiber with Ti-6AI-4V and Ti-14AI-2lNb (wt. %) matrix. According to Roman

et al (1993) the Ti-6AI-4V matrix possesses enhanced ductility and shows continuous yielding

without yield drop or shear band or localized deformation zone formation. The Ti-14AI-21Nb

shows much more complicated response at post yield strains. This study concentrates on the Ti-

6AI-4V matrix. As shown in figure 1 the specimen shows significant amount of plastic yielding.

Since the acoustic emission bursts correspond mainly to fiber fracture, Roman et al (1993), it is

seen that fiber fragmentation initiates after the matrix (Ti-6Al-4V) has reached its yield stress.
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This information is important for identifying interface properties as shown subsequently.

Fragmentation tests are often performed on metal matrix as well as polymer matrix

composites. The multiple fracture behavior has been studied mostly through the so-called shear

lag analysis which provides a relation among the critical aspect ratio of the fiber, tensile strength

of the fiber, and the interfacial shear stress. Several limitations of the method have been

identified, since the method neglects the dependence of the interfacial shear stress on the volume

and strain hardening characteristics of the matrix, the modulus of the matrix, and the strengths

.of fiber and matrix. Also, as mentioned by Roman et al (1993) the interfacial characteristics

predicted by that method are often very unrealistic. Ochiai and Osamura (I 986ab) have attempted

to overcome some of the limitations of the shear lag analysis by considering the details of stress

transfer (from matrix to fiber) and plastic stress-deformation response for the matrix. They have

also reported numerical results by assigning a Weibull distribution to the fiber spatial strength.

The so-called pushout and pullout tests are commonly performed on ceramic and metal

matrix composites. Figure 2 shows a typical configuration for a pushout test. The pullout

configuration is similar, where tensile load is applied on the fiber. For the numerical simulations

described in the next section we consider pushout and pullout of a SiC (SiC-6) fiber embedded

in a Ti-6AI-4V matrix, and in a glass matrix. The length of the fiber pulled/pushed out in metal

matrix is much shorter than the length in ceramic matrix composites. This is mostly due to

experimental difficulties in testing long fiber lengths in a metal matrix. As shown herein, these

geometrical differences have important consequences in the information obtained from the tests.

The literature on the pushout and pullout test is rich. For a review of the reported

experimental, analytical work in this area we refer to Kerans and Parthasarathy (1991) for

ceramic matrix and to Watson and Clyne (1992) for metal matrix composites. A large number

of parameters influence the results from such tests, i.e. non-uniformities due to end effects,

residual (radial and axial) stresses, the stabiwPy of interface crack propagation, the elastic and

fracture parameters of the fiber and matrix. Relevant analytical works examine some of the

underlying mechanisms, the result being a better understanding of the problem, i.e. Atkinson et

al (1982), Kerans and Parthasarathy (1991), Watson and Clyne (1992).
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Figure 2: Schematic of P'ushout Test

Materials, mechanics research has been traditionally carred out through experiments and

theoretical analysis. Recently, however, a new trend of computer assisted research has evolved.

This branch has been triggered by the rapid progress in computer performance, and from the

increasing need for the undersanding of systems far more complex than traditional techniques

have ever handled. For example, in a typical single fiber fragmentation test, one can identify

many complicated processes that take place concurrently - matrix yielding, fiber breaking,

interface failure, transfer of stress through the interface and matrix and subsequent fiber

fragmentation. It is important that such processes are understood so that the role of the interface

can be identified and quantified.

In order to simulate such problems numerically, one may automatically think of the finite

element method (FEM). However, within the FEM framework it is difficult to simulate the

fracture processes occurring at the microlevel. Such a process would require use of elements

much smaller than the crack sizes, significant mesh refinement, in addition to the requirement for

a continuum based fracture criterion (at the micro-level) that may be difficult to specify.

In this work, a microscopic representation of the fiber, matrix and interface is achieved
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through a so-called lattice. Lattices are being used extensively in different scientific fields, i.e.

fluid mechanics, physics etc particularly as a tool to solve differential equations. It seems that

such a method for solution of problems within linear elasticity was first investigated by

Hrennikoff (1941). There it is shown that a lattice provides a consistent approach to the solution

of elasticity problems - the solution converges to the -xact elasticity one with lattice spacing

reduction. The advantages of using a lattice (over FEM) become evident (as further explained in

the sequence) when micro-fracturing is important. Such advantages have been realized by a

branch of statistical physics where micro-fracturing in statistically heterogeneous solids are

examined extensively, Herrmann and Roux (1990), Charmet et al (1990). A number of works

simulating the process of micro-fracturing in composite materials using a lattice discretization

have been reported in the literature recently. It seems that this approach is receiving increasing

attention. Here we mention the work of Schlangen and vanMier (1992) in modeling

microcracking in cement base composites, the works of Murat et al (1992) and Monette et al

(1992) in modeling the behavior of short fiber reinforced composites, and the work of Dai and

Frantziskonis (1993) in modeling the statistical fracturing of cementitious composites and

correlating it with ultrasonic non-destructive measurements.

In this study we utilize a triangular lattice. The properties of the unit cell are, for the case

of linear, isotropic elasticity: Young's modulus equal to the modulus assigned to the bonds of

the unit cell and a Poisson ratio that depends explicitly on the (constant) angular stiffness

between bonds. In the absence of angular stiffness the Poisson ratio of the unit cell is equal to

1/3. For a thorough presentation of the lattice properties and different lattice types we refer to

Hrennikoff (1941), Herrmann and Roux (1990) and Murat et al (1992). It is also possible, without

extensive effort, to consider anisotropy within a unit lattice cell, non linear effects etc. Also, by

assigning beam (bending stiffness) to the bonds micro-rotational (Cosserat) effects are recovered.

However, in this study we consider the simplest possible case which calls for a triangular lattice

without angular stiffness. Besides simplicity, the following advantages can be identified. Since

interest is on micro-fracture at the unit cell level, using such a lattice there is only one choice to

serve as bond-fracture criterion, namely the level of stress or the level of the corresponding strain

at a bond. This is important since it is very difficult to identify (experimentally) the local

conditions under which failure at the microlevel occurs. Since in a composite material properties
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vary spatially (i.e. transition from matrix to interface to fiber) ambiguities related to the angular

stiffness at the transition zones - that may render the problem non unique - are not present when

using such a "central force" lattice. On the other hand, the Poisson ratio of 1/3 may not be

precise. For the material combinations considered herein such a value is not unreasonable for the

matrices considered. For the fiber material the problem of Poisson ratio determination is a

difficult one and rigorous methods for its determination have not been established. Furthermore,

it is very difficult to determine (experimentally) the local characteristics (i.e. Poisson effects) of

interfaces/interface reaction zones.

In short, there are several issues to be resolved before an accurate representation of

Poisson, of local anisotropy, of length scales present, and perhaps of local rotational (Cosserat)

effects come into the picture. Thus we proceed in this study by considering the simplest possible

case, the central force triangular lattice throughout the domain of interest.

The Interface

Figure 3 shows a 40x120 triangular lattice which is one of the lattices used for simulating

the single fiber fragmentation test. The fiber is placed in the center of the lattice in figure 3,

parallel to the y-direction and together with the interface is considered to be four lattice spacings

wide, ninety four spacings long (4x94). The rest of the lattice is assigned matrix properties, and

a single lattice spacing is assigned interface properties. From a first evaluation it may seem that

the interface region is considered too "thick". This brings up the problem of interface thickness,

and, as will be explained, there is a simple way to account for this in the analysis.

As far as terminology is concerned the term "transition region" (cf following discussion)

may be more appropriate than interface. A transition region allows elastic deformation within the

"interface" before fracture. However, both terms are used in the following, hoping that confusion

is not possible.

During processing of a composite material, a "reaction zone" is formed, i.e. an interface

that may impart bonding between the matrix and the fiber, Metcalfe (1974). Several works have

examined the material in the vicinity of the fiber identifying significantly different properties than
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the matrix. That region is often called

mesophase, Theocaris (1987). Despite

extensive work in this area, the behavior and

properties of such a "mesophase", or

"transition region" or "interface" or "interface

reaction zone" have not been understood well.

The SCS-6 (SiC) fiber is

approximately 140 pum in diameter and

contains 2 pam thick alternating outer layers of

C and nonstoichiometric SiC that protect it

from cracking during handling. In a composite

made of titanium alloy matrix and SiC fiber

with carbon coating a reaction zone consisting

of several layers of TiZCy and TiýSiy is formed

and is modulated by the alloying composition

of the matrix and the processing procedure.

Similar considerations hold for ceramic matrix

composites. A thorough presentation on this Figure 3: A 40x120 tngula Iaufce.

subject can be found in Karpur et al (1993)

and the references cited there, where also the concept of the "equivalent elastic interface" (EEI)

is introduced. The concept is relevant to, and complements the, present study, thus, the ideas

behind EEI, Karpur et al (1993), are briefly described here. Since the thickness of the transition

region (interface) and the spatial variation of properties along it are difficult to quantify, it is

advisable to consider an equivalent homogeneous transition region. By doing so we are allowed

to consider apparently different material compositions, i.e. metal matrix, ceramic matrix, within

the same framework.

It is difficult to specify the exact thickness of the (homogeneous) transition region, and

the analysis would be sensitive to changes in thickness. In order to overcome this difficulty, the

properties of the interface can be defined in a way that its response is independent of thickness.

Thus interface properties should be defined in a way that delivery of information, the jump in
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displacement and the transmitted stress across the interface, is consistently independent of

thickness. This is accomplished precisely by dividing the relevant quantities, modulus of the

homogenized region and failure stress, by the transition region thickness. By defining quantities

such as the "stiffness coefficient" (modulus over thickness) and "failure stress coefficient" (failure

stress over thickness) the need for precise specification of the thickness is overcome. Indeed, it

is experimentally possible to measure such coefficient nondestructively, i.e. the "shear stiffness

coefficient," Matikas and Karpur (1993).

In our lattice discretization, the smallest discretization scale (the lattice spacing) is

assigned to the interface thickness. Thus the interface is considered homogeneous by definition.

A stiffness coefficient S (elastic modulus over thickness) and a failure stress coefficient F (failure

stress over modulus) are assigned to it, and its failure is considered brittle. As mentioned

previously the (shear) stiffness coefficient can be evaluated non-destructively, Karpur et al (1993),

Matikas and Karpur (1993). At this time such relevant experiments are being conducted (private

communication with Karpur & Matikas) and correlations with the present study will be examined

later. Also, such correlations are not straight-forward as discussed in the following, cf section

titled "discussion". At this stage, the relevant interface properties will be deducted from the

destructive experiments via back analysis and physical reasoning.

Simulation Results

The following have been assumed in the numerical simulation procedure. Inertia effects

and body forces are neglected, and, load is applied slowly enough so that there is enough time

for redistribution of stress before failure/yield proceeds further. The fiber, interface and ceramic

matrix are considered brittle - when a bond fails its load is reduced to zero and the released load

is redistributed by solving the problem again with the broken bond absent. The difference for

ductile matrix bonds (metal matrix) is that after the yield stress has been reached the modulus

is changed to the (linear) hardening modulus Efh. Thus the simulation procedure involves the

following steps: (a) discretize the structure into a lattice; (b) assign failure/yield stress to each

bond, depending on whether it is spatially within matrix (brittle or ductile), fiber or interface; (c)

29-11



similarly to step (b) assign stiffness to each bond; (d) apply an increment of external

displacement or load until the failure or yield criterion is satisfied by the bond carrying the

maximum load - the problem being linear makes identification of that load easy; (e) if that bond

is brittle release the load carried by it and solve the problem for the released load applied at the

joints adjacent to it. If another bond fails during this process repeat step (e). If that bond is

ductile apply the new modulus (Ef) to it; (f) increment the externally imposed boundary

condition until the next bond fails or yields and repeat the previous step. Allowing failure or

yield of one bond at a time, together with the linearity of the problem during each step, assures

a unique solution.

Simulation Results - Fragmentation Test

The following properties for the fiber and matrix are considered and assigned to the

corresponding lattice bonds. For the SiC (SCS-6) fiber a Young's modulus Ef==393 GPa, and a

failure stress af=3.5 GPa. Fiber failure is perfectly brittle - when a bond fails its load carrying

capacity is reduced to zero. The Ti-6A1-4V matrix is ductile, with a Young's modulus E,.=- 10

GPa and yield stress a.=0.83 GPa. For the linear hardening post-yield response the modulus is

a fraction of E.. Typically the strain hardening modulus E,,h = 1/100 E., however, as shown in

the following the fiber fragmentation pattern depends on E.f. The matrix is not allowed to fail -

due to its ductility, failure occurs at large strains and the simulation is not carried out to such

levels.

For identification of interface properties the following can be considered. We employ the

experimental evidence that no fiber failure occurs in the linear regime of the specimen's stress-

strain response, figure 1, but fiber failure initiates in the vicinity of the deviation from linearity.

Having the matrix and fiber properties fixed, the interface properties have to be such that the

predicted load displacement response and fragmentation pattern match the experimental results

as close as possible. These impose important restrictions on the properties of the interface. Thus,

together with the 9step-wise) linearity of the problem a few simulations can identify the range

of interface properties. Before we identify such ranges, we present the conclusions from the
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simulations.

(a) the fiber fragmentation pattern depends strongly on the volume of the matrix present. This is

better understood if we consider the following. In the limit case of very small or negligible matrix

volume, a single fiber failure will occur. As the amount of matrix surrounding the fiber increases

there should be a threshold where multiple fiber fragmentation occurs. By increasing the amount

of matrix further, the result is reduction in the average fragmentation length. The saturation limit,

if it exists, depends on the properties of the interface. This important fact is rarely mentioned or

addressed in the literature although it has been observed experimentally, Krishnamurthy (1993).

Our analysis showed that the threshold for the present material combination is approximately at

a ratio matrix over fiber approximately 10-12. The approximation is due to the following.

(b) the matrix hardening modulus E,, influences the fragmentation pattern. The influence is not

sensitive - only large changes in E3 j influence the fragmentation pattern, i.e. average length

between fragments. For Emi = 0 a single fiber fracture occurs, or even no fiber fracture at all,

depending on the interface properties.

(c) both the interface modulus and strength, and their relative values influence the fragmentation

pattern. A weak interface will fail even before the matrix yields, the result being that the fiber

will simply act as an inclusion in the matrix. This also depends on the modulus. For example,

if the interface and fiber are subjected to the same strain, the fiber will fail first only if the

interface relative values (strength, modulus) allow so. Interface modulus has not a strong effect

within 100% or so.

(d) the simulations showed evidence that it is practically impossible to achieve fragmentation

lengths (average) of the order of or lower than the fiber diameter. Perhaps this provides goals as

far as tailoring the interface properties is concerned. In passing, it is noted that the optimum

interface properties depend on the geometric and loading conditions of a specific test and/or

configuration. For example if fibers are close together without "enough" matrix material in

between, the optimum interface properties are likely to be different than the ones implied by a

single fiber fragmentation test. This important area seems to be totally unexplored. It is currently

being addressed.

(e) immediately after the fiber breaks at some location, tension cracks along the interface

propagate. In order that fragmentation occurs these cracks have to be arrested and the arresting
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length (and thus the fragmentation pattern) are influenced strongly by the interface strength. This

provides significant limitations to the range of interface strength.

(f) the load-displacement or stress-strain response of the specimen is practically insensitive to the

interface properties (within orders of magnitude), thus the observed fragmentation pattern and

interface failure are the ones providing information on interface properties.

Figure 4 shows the load-displacement (stress-strain) response obtained from 40x120
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Figure 4: Two Stress Stnrin Responses Obtained with Identical Material Properties Except the
Interface Strength Coefficient, S =11 MPI/un Wmd S = 6 MPoaln.

lattices. The material properties used for the matrix and fiber are the ones given above. For the

interface the modulus coefficient used is 857 MPa/llm and the failure strength coefficient for one

of them is 11 MPa/4m and for the second one 6 MPa/pxn. The meaning of such interface

properties is discussed later (section titled discussion). It is clear that the interface strength has

practically no influence on the load-deformation response. Similar results hold for the interface

modulus. The (small) stress drops in the curves correspond to fiber breaks. It is noted that

experimentally, often, no load drop is observed. Since it is known that the fiber breaks at those

levels of stress, this may be attributed to small snap-through, to rate of loading effects, or to the

sensitivity of the equipment used. The predicted stress-strain response (figure 4) correlates well

with the experimental one (figure Ib) where yield initiates at about 850 MPa, at a strain close
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to the 2% level. Further it is noted that with these values for the interface properties most of the

matrix bonds yield before fiber breaks are initiated.

The simulation is two-dimensional while the actual fragmentation test, figure 1, is three-

dimensional! The diameter of the SiC fibers is approximately 0.14 mm. The samples, Roman et

al 1993, were 1.50 mm thick with 19.05 mm x 6.35 mm gage sections. Thus the problem is not

axisymmet.ic. It was mentioned above that the fragmentation pattern depends on the amount of

matrix surrounding the fiber. In the three dimensional case it is not clear if the minimum matrix

Oimension (1.50 mm for the tests), or the area of the matrix (1.50 x 6.35 mm:) or both are

decisive with respect to the fragmentation pattern. For the test configuration, the ratio

(matrix/fiber) with respect to the minimum dimension is approximately 1.5/0.14. Experimentally

this ratio seems to govern the fragmentation pattern rather than the cross-sectional area ratio.

Three-dimensional simulations are not attempted at this time, due to excessive computer time

requirements. Further, several issues need to be understood before 3-D effects come into picture.

Although the two different values for interface strergtih coefficient yielded similar load

deformation response, the fragmentation patterns that evolved were different. In the following

figures, for effective presentation, a broken bar is represented by a thin, short line transverse to

its original direction. Figure 5 shows some of the evolution stages of fiber fragmentation and

interface failure for S = 11 MPa/ýLm, and figure 6 shows some of the stages for S = 6 MPa/p.m.

The following can be identified:

- Interface cracks at the fiber ends initiate and quickly become arrested. This is consistent with

the analysis and experiments by Atkinson et al (1982) on the stability of interface cracks

near the fiber end, for an embedded fiber.

- For both cases the fiber breaks first in the middle of its length. The reason why this happens

is explained subsequently.

- After, or concurrently with, the first full fiber crack development (over its width) cracks

propagate along the interface and at some point are arrested, figures 5b, 6b.

- The crack length along the interfaces is important with respect to subsequent fiber breaks, and

thus with respect to the final fragmentation pattern. If figures 5 and 6 are compared, it is

seen that the interface crack length is smaller in figure 5 than figure 6. This is the

decisive reason for the final fragmentation pattern. In figure 5 the average fragmentation
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F~gurv 5: Fiber Fm~gm ernahion and Interface Failure Stages for Interface Strength Coefficient
S =11 MPo4un.

29-16



I aII

a ,

Figure 6: Fiber Fragm entation and Interface Failure Stages for Interface Strength Coefficient
S =6MWapnIu.
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length is about half the one in figure 6.

- The differences between figures 5 and 6 can be explained by the length of interface cracks. In

figure 6, for example a greater total length of interface is required to transmit enough load

to the fiber - capable to break it. The interface shear strength is important here. Figure 7

shows the crack evolution when an interface shear strength coefficient S = I MPa/im is

considered. For strengths even lower than that, no fiber breakage is observed.

Figure 7: Crack Pattem for Interface Strength Coefficient S = I MPa//un

So now the question why the first fiber break develops in its middle comes into picture. We find

this opportunity to discuss further, at the same time, the problem of the ratio width of sample (or

matrix) over width of fiber. Let us reduce the amount of matrix surrounding the fiber, say a

lattice of 30x120 with the same dimensions for the fiber as before. For interface properties same

as those that produced figure 5 a single fiber break will develop (no fragmentation) for this
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shows such distribution. That figure is plotted as

follows: Only bonds exceeding a certain level of ___

strain are drawn. Clearly the stress concentration

is in the middle. In order that the fiber breaks

there enough load capable of doing so must be

built up in the matrix and the interface has to be Z
capable of transmitting the force to the fiber. For

the present fiber, matrix and interface properties,

the horizontal dimension of 30 units is

approximately the limit that this will happen. .

The interface region is considered "

homogeneous. This, of course is an approximation

of the reality. In general at the micro-level (at the

length scale of a material's micro-structure) it may M m,

be argued that failure is predominantly in tension. %,

Then, compressive failure is the integrated, -----

phenomenological process of several tensile

micro-failures. By considering the interface as Figure 8: Sin Disibuton Before

being homogeneous, we indirectly imply/assume Fiber Fracture.

that the actual response is homogenizable. Then

failure in compression is possible. For the single fiber fragmentation test, compressive failure

proved not important.
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ABSTRACT
The objective of the research is to develop a mechanistic model to study

the response and damage development of metal matrix composite laminates
under a general thermomechanical fatigue loading. The research consists of
two parts. The first part deals with fatigue life prediction of SCS 6 /Ti-15-3 metal

matrix composite laminates. Damage accumulation and property degradation of

each la in the laminate are studied. Internal load re-distribution among

all the , ae is evaluated from the model of stiffness reduction. It is shown
that within the first few cycles, stiffness reduction saturates to a
characteristic level which is independent of cyclic and static loading history.

As far as the fatigue life prediction is concerned, it is not important to know

how the damage is accumulated, or what the stress-strain response is during

the first few cycles. The fatigue life is determined by the saturated stiffness
and the applied stress amplitude. The predictions of fatigue life agree well with
experimental data of [0/ 9 0 12s, [02/±45]s and [0/±45/90]s (SCS 6 /Ti-15-3)

laminates. The data needed to predict the life of these laminates under variable

amplitude fatigue are those of its laminae. Therefore, it is possible to establish

"a data base for different unidirectional laminae and predict the fatigue life of

"a laminate based on the data of its laminae and the laminate stacking sequence.
The second part of the research deals with micromechanical analysis of

local damage and viscoplastic behavior of titanium matrix composites under a
thermomechanical fatigue loading. The present micromechanical analysis is

based on Eshelby's solution of an ellipsoidal inclusion [2.1] and Mori-Tanaka's
concept of mean field theory [2.2]. The model is applicable to study deformation
and stress of a composite under general nonisothermal in-phase and out-phase

fatigue loading. Interfacial damage and debonding are represented in the

model. Such an analysis make it possible to determine the possible failure
modes (matrix failure or fiber failure or combined) under different
thermomechanical fatigue loading. The predicted creep behavior of

unidirectional composite under a load in fiber direction agrees well with

experimental data.
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THERMOMECHANICAL FATIGUE OF TITANIUM MATRIX COMPOSITES

Zhanjun Gao and Brian P. Sanders

PART 1: FATIGUE LIFE PREDICTION
Local damage and its evolution are very critical in determining the

fatigue life of metal matrix composites. A great deal of effort has been made in
studying the local damage such as interfacial failure, matrix yielding and
fiber fracture and their implications on fatigue life [1.1, 1.2]. However, such
an approach is fairly complicated, and determination of damage is possible
only within the first few number of loading cycles. This research takes a
novel approach to fatigue life prediction of a laminate. Instead of determining
damage events and their evolutions, we focus on the consequence of the
damage on stress redistribution among 0 degree plies and off-axis plies. The 0
degree plies are critical plies whose failure will lead to final rupture of the
laminate. Therefore, the fatigue life of the laminate can be determined if the
load share of the 0 degree plies is evaluated.

Figure 1.1 shows a typical stiffness reduction for a [0/ 9 0 12s lay-ups of
SCS6 /Ti-15-3 laminate at room temperature [1.1]. The elastic modulus dropped

about 22% during the first few cycles, then remained almost constant until just
before the final failure. This indicates that the load re-distribution for such a
laminate occurs only during the first few loading cycles. After the first few
cycles, the damage in the laminate reaches a stable level, called the
characteristic damage state (CDS) (Reifsnider, etc. [1.21). Our experience with
different composite materials systems indicates that the CDS is completely
defined by the properties of the fiber, matrix, interface and fiber orientations,
etc. and is independent of loading history. Figure 1.2 shows the spacing
between cracks in the -45 degree plies of a [0/90/±45]s AS-3501-5 graphite

epoxy laminate as a function of quasi-static load level and cycles of loading
[1.2]. Cracks develop quite early in the life and quickly stabilize to a very
nearly constant level with a fixed spacing for both quasi-static and cyclic
loading. The crack patterns for two types of loading are essentially identical,
regardless of load history. A schematic representation of damage in terms of
stiffness reduction is shown in Fig. 1.3. If the stress amplitude is high enough,
the reduced axial stiffness at CDS level can be reached by one cycle. For a
lower stress amplitude, it takes more loading cycles to reach CDS. The
important fact is that the saturated axial stiffness of the laminate is
independent of loading history. As far as the fatigue life prediction is
concerned, it is not important to know how the damage is accumulated, and
what the stress-strain response is during the first few cycles before the CDS.
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The fatigue life is determined by the stiffness at CDS and the applied stress
amplitude as to be seen later.

Prediction of stiffness at CDS
Since the stiffness at the CDS level, Exc is a characteristic material

property of the laminate, and independent of loading history, it is to our
advantage to determine Exc under a static loading condition. Our attention is
focused on cross-ply laminate first. Under a static loading, as soon as the
loading increases up to a level, aA, at which the transverse stress in the 90

degree plies equals to the transverse strength Y of the unidirectional
laminate, damage begins to initiate in 90 degree plies. The transverse modulus,
E2 , begins to degrade. The shear modulus G1 2 has no effect on axial stiffness

change of the laminate.
After damage initiates, the stress a 2 2 in 90 degree plies, denoted as

a22(900), is not completely relaxed. Instead, it is necessary that this stress

remains at a level equal to transverse strength Y so that additional damage can
be accumulated up to the CDS level. Thus the reduced modulus E2 in 90 degree

plies can be approximately obtained by solving the equation

022(900)= Y. (1.1)

The algorithm is as follows:
(1) For an applied load ax larger than OA, let all the elastic parameters

in 0 degree plies be the initial values. E2 in 90 degree plies is reduced by one
step length E2 . Stress distributions in each ply are obtained through laminate

analysis.
(2) If the stress 022(900) is larger than Y, repeat the first step until the

Eqn. (1) is satisfied.
(3) Use the final reduced value of E2 for 90 degree plies to obtain the

axial stiffness of the laminate.
Figure 1.4 shows the stiffness reduction analysis using the above

procedure for a SCS 6 /Ti-15-3 laminate with 10/ 9 0 12s lay-ups. The reduction of
transverse stiffness E2 of the 90 degree plies results in a loss of laminate axial
stiffness Ex, as shown in the figure. When the load approaches to the ultimate
tensile strength (UTS) level, stress-strength ratio a 1 1 /X of 0 degree plies (Ho in

the figure) approaches to 1, indicating the 0 degree plies are about to fracture.
The axial stiffness Ex also approaches a stable value. Therefore, the
characteristic stiffness Exc can be approximately obtained as the stiffness

value corresponding to applied load equal to the ultimate tensile strength,
which is 944 MPa for the laminate [1.1]. The predicted value of Exc is equal to
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78% of the initial axial stiffness, which agrees with experimental data shown
in Fig. 1.1.

For [02/±45]s laminates, the transverse modulus E2 of 45 and -45 degree

plies has little influence on the shear stress of these plies and axial stiffness of
the laminate. This implies the stress transfer from the off-axis plies to the 0
degree plies is caused by a reduction of shear modulus G12 of the off-axis plies.
The equation corresponds to Eqn. (1.1) to determine the reduction of G12 is

changed to

¢12(45°) = S (1.1')

where T1 2 (450) is the shear stress of 45 or -45 degree plies, S is the shear

strength of the lamina. The procedure to determine the characteristic stiffness
Exc due to reduction of G12 is similar to that used for [0/9012s.

For [0/90/±45]s laminate, since there are two kinds of off-axis plies,

more stress components need to be considered, which makes the problem more
complicated. Usually, the damage in the 90 degree plies occurs earlier than
that in 45 and -45 degree plies. In fact, 90 degree plies often delaminate from
the rest of plies before the final failure of laminate, which implies there is no
significant sharing of load by 90 degree plies after the CDS. Therefore, if only
the characteristic damage is concern, all the elastic parameters in 90 degree
plies can be set zero. The problem then is reduced to one in a similar case as in
[02/±45]s laminate except there is a nonzero value of thickness of 90 degree

plies for the laminate analysis here.

Fatigue life of laminates containing 0 degree plies

As discussed earlier, damage in a laminate can be characterized by the
axial stiffness reduction. The damage accumulates with the increase of number
of cycles resulting stress re-distribution up to a saturated state called the
characteristic damage state (CDS). When the CDS level in off-axis plies is
reached, a stabilized axial stiffness is reached, and no stress redistribution
takes place between 0 degree plies and off-axis plies. Since the 0 degree plies
are critical plies whose failure results in final rupture of the laminate, the
fatigue life of the laminate is determined from the life of the 0 degree plies. Of
course, the stress redistribution among 0 degree plies and other off axis plies
has to be represented correctly through stiffness reduction analysis, as
previously explained.

The fatigue life for a laminate containing 0 degree plies contains two
part, CDS life(the number of cycles necessary to reach the CDS) and the fatigue
life to failure of the 0 degree plies. For as-fabricated SCS6 /Ti-15-3 laminate, the
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axial stiffness stabilized after a few cycles reported by Johnson etc. [1.1]. This

indicates that the CDS life is quite small and can be neglected.

The S-N curve of 0 degree laminate can be represented as

Log a 1 1 (0 0) = a (Log N) 2 + b (Log N) + Log X (1.2)

where a11 (00) is the cyclic load amplitude of 0 degree laminate, N the number

of cycles to failure, X its ultimate tensile strength in fiber direction, and a and

b are material constants determined from experimental tests. The values of
these constants for SCS 6 /Ti-15-3 0 degree laminate are: X= 1518 MPa, a=-0.0496,

b=0.1548.

When the CDS level is reached, the axial stiffness degrades to its
characteristic value, Exc, which can be obtained by the procedure described in

the previous section. The cyclic stress amplitude of the 0 degree plies is

determined as

a11(00) = xEl (1.3)XExc

where E1 is the initial axial stiffness of the 0 degree plies, and ax is the stress

amplitude of the global applied load on the laminate. Combining Eqns. (1.2) and

(1.3), the fatigue life, N, of the laminate is determined from the following

equation

Log (ax E a (Log N)2 + b (Log N) + Log X. (1.4)

The proposed model was used to predict the stiffness reduction and
fatigue life of as-fabricated SCS6 /Ti-15-3 laminates. The characteristic

stiffness Exc for each laminate was obtained, and then Eqn. (1.4) was used to

evaluate the fatigue life, N, of the laminate.
The predicted S-N curves for [0 / 9 0 12s, [02/±45]s and [0/±45/90]s

laminates agree very well with the experimental data by Johnson etc. [1.11 as

shown in Figs. 1.5, 1.6 and 1.7. Overall, the results of this paper are consistent

with the experimental observation of Johnson etc. [1.1] that the stress in the 0

degree fiber could be used to correlate the fatigue life of different laminates

containing 0 degree plies.
The predicted values of Exc for [10/ 9 0 12s, [02/±45]s and [0/±45/90]s

laminates are 141.1 GPa, 98.4 GPa and 98.4 GPa, respectively. The predicted life
depends on the characteristic stiffness Exc* A better prediction of the S-N

curve is obtained for the cross-ply laminate. This may be attributed to the
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accurate prediction of Exc compared with the experimental result [1.11. As for
the other laminates, [02/±45]s and [0/±45/90]s, no experimental data about
Exc are available. In general, the predicted life for these two kinds of laminate

by the proposed model tends to be a little conservative. That may result from
the smaller predicted value of Exc. Since the reduced axial stiffness is obtained

under ultimate tensile strength not the CDS load, it is over-reduced to a smaller
value. The smaller is Exc the larger is the equivalent cyclic stress, which

causes a smaller fatigue life.

PART 2: LOCAL DAMAGE GROWTH AND GLOBAL VISCOPLASTIC BEHAVIOR
This part of the research deals with micromechanical analysis of local

damage and viscoplastic behavior of titanium matrix composites under a
thermomechanical fatigue loading. The model is applicable to study
deformation and stress of a composite under general nonisothermal in phase
and out phase fatigue loading. Interfacial damage and debonding are
represented in the model.

1. Significance of the approach
(1). A three-dimensional nondilute stress solution which takes into

consideration the contribution of randomly distributed fibers is obtained.
(2). The stress-strain relation includes creep and plastic deformation.
(3). Other type of constitutive models, such as the unified constitutive

model of Bodner [2.10] can be implemented without difficulties.
(4). The stress analysis can be extended to include an interphase (a

layer with finite thickness between fiber and matrix materials). The effects of
the interphase and interphasial failure on thermomechanical behavior of
metal matrix composites can be investigated.

(5). Deformation and stress of a composite under general nonisothermal
in phase and out phase fatigue loading can be studied. Such an analysis will
make it possible to determine the possible failure modes (matrix failure or
fiber failure or combined) under different thermomechanical fatigue loading.

(6). The proposed approach utilizes Eshelby's elasticity solution of single
inclusion [2.11 and Mori-Tanaka's concept of mean field theory [2.21, which
greatly reduces the complexity of the analysis involved. While maintaining a
relative high accuracy, the three-dimensional stress is determined in a closed
form at any given time step.

(7). It is conceivable to use a similar approach to calculate the local
stress (point-wise stress instead of mean stress) in the ductile matrix and
establish a constitutive relation for each point of the matrix material.
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However, it is expected that under a loading in the fiber direction, the mean
value approach will provide a result with a good accuracy, and

(8). The proposed approach is applicable to particle reinforced
composites, short fiber composites, and continuous fiber composites.

2. Dilute solution: ý,rigle fiber in an infinite matrix
A model of composites is shown in Fig. 2.1, where identical ellipsoidal

inhomogeneities(or fibers, these two terms are used alternatively in this
paper) are aligned along the same direction. A traction force is prescribed on
the boundary of the materia. The elastic stiffness of the matrix and

inhomogeneities are C and Cf, respectively. Here C and Cf are 6 by 6
stiffness matrix.

We will first consider the situation of a single inclusion in an infinite
matrix as slF n in Fig. 2.2. The matrix material D, contains an ellipsoidal
inhomogeneous inclusion fl. The traction force prescribed on the boundary of

the material produces a uniform stress a0 and strain E0 when the material does
not contain any inhomogeneities, i.e.

aO = m E0,

where 0 = [o011i, 0022, 0033, o0121 CO131 0 23 TJ, 0 [011, E022, £033- '012' 013, %023T '"T

denotes transport of a vector. Throughout this paper all other stress and strain
vectors are defined in a similar fashion.

Due to the existence of the inhomogeneities and nonelastic strain E ne in

fl, the stress c0 and strain e0 have perturbations, 8 and 9, respectively, from
their original values. In the following, superscripts f and m denote quantities
of fibers (or inhomogeneities) and matrix, respectively, The averages of these

quantities over their defined region are expressed as <.>. For instance, <af is

the average fiber stress, while <am> denotes the average matrix stress.

From Hooke's law

00 + =Cf( 0+ E _.ne) in n,

ao+ Cm(o+) in D-n, (2.1)

where
0 = Cm0 in D. (2.2)

The inhomogeneous inclusion is simulated by an inclusion in the
homogeneous material with nonelastic strain Ene plus an equivalent
eigenstrain £,
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0O+ a= cm(Eo+ • Ene - E") in Q,
00+ = C m (i0+ ill D-u, (2.3)

The eigenstrain, E" is a fictitious nonelastic strain introduced to simulate the
stress disturbance due to the existence of fiber and Ene. The equivalency

between (2.1) and (2.3) holds when E" is chosen in a way such that the

following equation is satisfied

Cf(Eo + E _,ne) = Cm (Eo+ g ne - ") in 12. (2.4)

Using the Eshelby's solution of homogeneous inclusion problem with a

uniform nonelastic strain Ene + e", the strain 9 is found as

g= S(Fne + E") (2.5)

where S is the Eshelby's tensor given in reference[2. 1].

When Eqn. (2.5) is substitute into Eqn. (2.4), the following relation is

obtained to determine the eigenstrain F"

Cf[E0 + S(Ene + £) - ne] = Cm[,O+ S(Ene + r") - Ene - c" in 12. (2.6)

The eigenstrain E" is solved from Eqn. (2.6) as

E% [Cm(I - S) + Cf S]-1 (Cm- Cf) [C0 + (S - i),ne], (2.7)

where "-1" denotes the inverse of a matrix, and I is a 6 by 6 unit matrix. The
stress in fiber is then given as

<of>. o0+a= c f[E0+ S(ene + E")- Ene] = Cf[E0+ (S - I)e ne + Se"]

= C fe0+ (S - I)ene + S[Cm(I - S) + cfs]-1 (Cm- Cf) [eO + (S- I)Ene]I

= Cf[(Cm)- 10 + (S - I)ene] + H [(Cm)-lo0 + (S - I)ene] (2.8)

where H - CfS[Cm(I -S) + Cf S1"1 (Cm- Cf)

3. Nondilute solution: Mor-Tanaka method
When the volume fraction of fibers is small, Eshelby's solution [2.1] for

the single inclusion (inhomogeneity) in an infinite medium can be used to
represent the stress and strain fields in the inhomogeneity and matrix region.
However, the interactions between the inhomogeneities have to be taken into
account when inhomogeneities are close tc each other such as the case of
composite materials.
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The concept of an average field [2.21 in inhomogeneities and their

surrounding matrix has been introduced in an attempt to include the

interaction between the inhomogeneities. The method involves rather

complex manipulations of the field variables along with special concepts of

equivalent inclusions. Slightly different derivations of the method have

appeared in the literature [2.3-2.7]. Benveniste [2.8] has provided a valuable

contribution to the Mori-Tanaka's method by giving a much more direct and

simplified derivation of the method. After some mathematical description and
careful scrutiny of the existing works dealing with equivalent inclusion and

the average stress method, he revealed that Mori-Tanaka's method leads to the

nondilute stress expression by solving the single inclusion problem with a

single fiber in an infinite matrix, but by replacing the applied load by the

average stress of the matrix in the composite, i.e., <a M>. A schematic
demonstration is shown in Fig. 2.2. Therefore, the non-dilute solution is
obtained as long as the single inclusion problem is solved, and the constant

applied strain term EO is replaced by the unknown quantity <E >.

The nondilute fiber stress is obtained as

<of>= Cf[(Cm)-l•0m>ý (S - I)Ene] + H [(Cm)l <am> + (S - I) ne] (2.9)

Note that

Vf <of> + (1-vf) <am> a0  (2.10)

where vf is the composite fiber volume fraction. Equations (2.9) and (2.10) are

used to determine the average stress in matrix, <am>.

<am>. [(1-vf) I + vf(Cf + H) (Cm)-l]_1 [aO + vf(H + Cf)(I - S)e ne] (2.11)

For a general thermomechanical loading, we have

AO(t) = a 1 Sin at + a 2
£ne(t) = _,c - eP - (am- af ) T(t)1 (2.12)

T(t)= TI Sin (dt + p) + T2

where I1= [1, 1, 1, 0, 0, 0 ]T, Ec and eP are creep strain and plastic strain,
respectively, am and af are the coefficients of thermal expansion for the

matrix and fibers, T(t) ; the difference between current temperature and the
stress free temperature. p is the phase difference between thermal and

mechanical loading.
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4. Constitutive equations
This section deals with the constitutive relationships of the matrix

material. Stress and strain to be used should be understood as the average
stress and strain of the matrix material, although the superscript "m" is
omitted.

A one dimensional creep response is given by Dorn's law [2.91

k" = A(-'-}n G D oexp{-Q/(RT)} (2.13)
G kT

where V and 0" are the creep rate and stress of the material, A and n are
constants that can be determined experimentally, G is the shear modulus, b is
the Burger's vector, k is Boltzmann's constant, and DO and Q are pre-
exponential constant and activation energy for self-diffusion.

For two-dimensional and three-dimensional problems, the Prandtl-
Reuss relations can be used for computing the creep increments. Thus we
assume an equivalent stress defined the same way as in plasticity theory and
an equivalent creep strain increment and write

= a{* n G "D0 exp{-Q / (RT)} (2.14)

G kT

where kc* and ca are the von Mises' effective strain rate and effective stress
(of matrix) defined as

" = (- i (2.15)

and

k c* c c•••i~j (2.16)

respectively. (Y is the deviatoric stress (of matrix). The creep rate

components are taken to follow the Prandtl-Reuss relation

3 c*(

S-i- . a..•3-1 (2.17)
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Plastic deformation is treated in a similar manner. Plastic flow rules are
given by

--3 dEp*- , (2.18)d1jP 2 cr*a*

and the experimentally determined instantaneous stress-strain curve

EP* = f(a*) (2.19)

where iP* is the von Mises' effective plastic strain defined as

dEP* = 2 dEP de&)- (2.20)

Equation (2.18) is valid only if the body is being loaded and has yielded, for
example, if

a* > Cry (2.21)

where (Ty is the yield stress in tension. This is the so called von Mises yield

condition for multiaxial stress states. If the body is unloading or if o" < ay,

then no plastic strain occurs.

5. Procedure for solution
Equations (2.11), (2.14) - (2.17) are written in an incremental form

<am>= [(1-vf) I + vf(Cf + H) (Cm)l] 1 [fIO(t) + vf(H + Cf)(I- S)

(-cc£ 1P -A c -EP - (am- af ) T(t)I1 )] (2.11')

Aec- A( -n D0 exp{-Q /(RT)}At (2.14')
G k

(2.15')

AEC* F (3 AEA (2.16')
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2- 3 "Aec'i (2.17')

Equations (2.18) and (2.19) are combined to yield

AEP 3 f(a* • . (2.18')

where g)(a*)is the derivative of the experimentally determined function,

f(o*), Aa* is the increment of effective stress corresponding to the time

increment At, i.e., AC'* = *(t+At)-r*(t-

The procedure for solving total nonelastic strain as a function of time is
as follows:

(1). At the start of the first time interval t=At, Ec and eP are zero.
Assuming that Aec and AeP are zero and substituting these values into Eqn.

(2.11') gives a first approximation of stress in the matrix at t=At.
(2). Substitute the approximation of stress in the matrix into Eqn. (2.15')

and then Eqn. (2.14') to obtain the first approximation of incremental
equivalent creep strain.

(3). Substitute the above equivalent creep strain into Eqn. (2.17') to
obtain first approximation of the components of incremental equivalent creep
strain.

(4). If Eqn. (2.21) is not satisfied or the material is under unloading, let
the incremental plastic strain components be zero and go to next step, else
compute the incremental plastic strain components from Eqns. (2.18').

(5). The first approximations of stress, incremental creep strain and
plastic strain are substituted into Eqn. (2.11') again and the iteration proceeds
from Eqns. (2.15'), (2.14'), (2.17') and (2.18'), etc. until the procedure converges
to the correct set of incremental creep strain and plastic strain.

(6). At the beginning of the second time increment, the creep strain
and plastic strain (Ec and ep) are known and are equal to incremental creep
strain and plastic strain developed during the first time interval. In fact, the
creep strain and plastic strain at the beginning of any time interval will
always be known and will be equal to the accumulated incremental strains up
to that time interval. The procedure for calculating the average stresses and
strains for the other time interval is the same as in steps 1 to 5.

Predictions of creep strain of SCS 6 /Ti-13-21 unidirectional laminate at a

load of 586.5 MPa and temperature of 6500 C are compared with experimental

30-13



data in Fig. 2.4. In this example, the creep equation for the matrix material,

Eqns. (2.14) and (2.14') are replaced by

EC* = a0e alO* [1 - ea(a/a3 )a41 ] 5 ea6a*t (2.22)

where constants a0 to a 6 are determined from creep tests of the matrix

material [2.111 as a0 = 0.00625, a1 = -0.00254, a 2 = 0.00087, a3 = 103, a4 = 4.867, a 5 =

1.608*10-9, a6 = 0.06008. The above equation includes both primary and

secondary creep of the matrix material. While the predictions agrees

reasonable well with experimental data, the model overestimates the creep

strain for t less than 2000 seconds, and underestimates the creep strain when t

larger than 2000 seconds. Such errors are believed to be caused by fiber

fractures in the materials which is experimentally observed but not included

in the calculation of Fig. 2.4. Furthermore, the creep strain equation for the

matrix, Eqn. (2.22) is obtained based on tests of load range 70 MPa to 103 MPa,

but the stress in matrix of the composite under the applied load 586.5 MPa
varies in a broader range which cannot be represented by Eqn. (2.22) with
values of a0 to a 6 used.

6. Fiber debonding
Two different fibers are embedded in the matrix, perfectly bonded

fibers (fib) and debonded fibers ("d) with volume fraction vb and vd,

respectively, Fig. 2.5. Under the applied stress aO, the average total stress in the

matrix is ao + Cm E, where T is the total strain perturbation in the matrix. If a

single fiber is introduced into the composite, the Eshelby's equivalent

inclusion method [2.12, 2.131 yields the fiber stress as

00+ Ob---cf (Eo+ •'+ scb-ne)=CM(Eo+Z'+ s~b-Eb-ne) inab (2.23)

where Eb are fictitious nonelastic strains in bonded fibers (ab). The stress and

strain in the debonded fibers is expressed as

o0+od cf( EO+ F + S Ed _Ene) (2.24)

and

=O+ed (eO+ E + S Ed -Ene) (2.25)

It is noted that for a debonded void enveloping a high modulus fibers,
the actual stress in X1 direction and strain in X2 and X3 direction are zero, i.e.,
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(00+6d )l1= 0, (EO + ed) 2 2 =0, (EO + ed)3 3 =O (2.26)

The summation of the stress perturbation is equal to zero, i.e.,

vb <a½b> + vd <ad> + (1-vb - vd) Crr = 0 (2.27)

Eqns. (2.23)-(2.27) can be used to solve the unknowns, ', ed and eb.
The transverse behavior of SCS 6 /Ti-13-21 unidirectional laminates at a

temperature of 6500 C is considered using the proposed model. Figure 2.6 shows

the growth of void as a function of applied load, where a is the radius of the

fibers, c is the larger half axis of the elliptic voids, Fig 2.5. In Fig. 2.7, creep

strain of the composite is shown as a function of applied load in MPa.
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Abstract

A helium-neon laser-based ellipsometer has been constructed and coupled to a flowing

afterglow plasma reactor to monitor in real time the growth of polymeric thin films formed from

benzene and thiophene precursors. This phase modulated ellipsometer is shown to be

robust and to provide time-dependent data that vary sensitively with film thickness. Progress

has also been made in evaluating the utility of benzene/thiophene precursor injection using a

pulsed injection valve downstream of the argon metastable excitation source. This system

shows promise for development into an apparatus for controlled deposition of multilayer

polymer films of known morphology.

31-2



Real-Time In Situ Ellipsometry of Polymer Films
Produced by Flowing Afterglow Synthesis

Joyce A. Guest

Intr.•tioUnl

Multilayer polymer thin films have many possible applications as nonlinear

optoelectronic devices' and as rugate filters,2 optical coatings, and organic

electroluminescence cells. 3 Flowing afterglow plasma synthesis is a unique and versatile

method jo generate dense polymeric structures with promising morphology and optical

properties.4 At Wright Laboratory, Peter Haaland (of Lawrence Associates) and coworkers

are exploring these syntheses in reactors which separate the active plasma from the injection

region for the organic precursors. The organic species are separated effectively from

ultraviolet light, electrons, ions, and fields generated in the plasma, and instead collide

predominately with highly excited argon metastable atoms. Plasma conditions, substrates,

and precursors have been varied, and a variety of single and multilayer polymer films have

been produced and then evaluated ex situ.

The plasma polymer deposition apparatus at Wright Laboratory includes a quadrupole

mass spectrometer, which has been used to evaluate homogeneous kinetics in the gas phase

during polymer deposition. We decided that incorporating a non-invasive real-time in situ

probe of the polymer film during deposition would be a powerful tool for understanding and

controlling the characteristics of these materials. Such a tool would enhance the capabilities

of the plasma reactor significantly for producing useful multilayer films.

We chose to construct an ellipsometer for this apparatus for a variety of reasons.

Reflectance ellipsometry is a powerful and well-understood non-destructive technique in

which the polarization transformation in a light beam upon reflection from a surface is
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measured and interpreted.5 .
6 The optical properties of the material on which the light impinges

determine the phase and amplitude change in the light upon reflection. The method is

extremely sensitive to the refractive index, absorption coefficient, and thickness of the film.

There are a wide variety of commercial and custom-designed ellipsometers that are

appropriate for different situations, and vary over a range of complexity. For example, the

films produced in this laboratory are typically evaluated after deposition by a commercial

spectroscopic ellipsometer7 , and the wavelength-dependent results are used in modeling the

sample refractive index and thickness. Interest has accelerated recently in developing

ellipsometry as a real time monitor of material growth processes. 8

The present studies were performed with a home-built polarization modulated

ellipsometer. This technique was introduced by Jasperson and Schnatterly in 1969," and has

been explored thoroughly by a small number of research groups over the ensuing years."0

The method is particularly well-suited to real-time measurement and control of multilayer

structure processing such as etching," and has just recently begun to be utilized for such

studies. The heart of the polarization modulated ellipsometer is a photoelastic modulator

(PEM), which is a 50 kHz oscillating wave plate of controllable amplitude based on the piezo-

optic effect.12 Use of the PEM permits the construction of an ellipsometer with no mechanical

moving parts and contributes greatly to ease of use. Sampling could potentially be done in a

time period as short as 20 ps, or as long a duty cycle as desired.

At the same time as the PME was being constructed and evaluated in this laboratory,

we set up and tested a new plasma reactor'3 in collaboration with Hao Jiang (Lawrence

Associates). This new reactor incorporates an inductively coupled rf discharge source and

two pulsed injector valves downstream for precursor introduction. The preliminary studies of

this reactor will be discussed in this report in conjunction with the ellipsometer development.
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Experimental Method

The experimental description will focus primarily on the ellipsometer and its integration

into the plasma reactor. Secondarily, the changes to the plasma reactor will be discussed

briefly as they relate to the overall project.

Polarization modulated ellipsometer. Several groups have exploited and advanced

the understanding of this powerful PEM-based non-mechanical ellipsometry method, but a

PEM-based ellipsometer has not been produced commercially, to our knowledge. There has

been a revival of interest in polarization modulated ellipsometry (PME) recently, because of its

potential for sub-millisecond temporal resolution, and improvements in computational

capabilities that permit rapid data analysis for real-time process control."1

The PME constructed for this project is of standard reflection design. The light source

is a 1 mW HeNe laser operating at 632.8 nm. The laser light passes through an alignment

iris, a Glan-Taylor polarizer (polarization axis 450 from vertical), PEM (Hinds International

PEM-FS-4 at 00 orientation), and then through a window into the reactor, striking the sample

at -70° from normal incidence. The reflected light passes through an exit window, a Glan-

Taylor analyzer (+450 orientation), and an alignment iris, and finally strikes a photodiode

detector (EG&G FND-100). The detector output is processed (1 kil input impedance) by a

lock-in amplifier (SRS model SR530) that is interfaced to a 486DX-based computer. The

interface program permits lock-in signal acquisition at the first and second harmonics of the

reference frequency, which is the PEM oscillation frequency. The SR530/computer

combination can also acquire and process two additional photodiode outputs if required for

normalization of laser power variations.

The measured signals, S., S2., and So at 50 kHz, 100 kHz, and DC, can be

calibrated and converted to intensities I., 12,, and 1o that are directly related to the
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ellipsometric angles T and A by the following relations:

1. =10 sin 2%P sin A

12a =10 sin 21P cos A

The calibration consists of determining the system transfer characteristics by prescribed

methods,"'1 and by setting the angular orientation of the sample with respect to the

ellipsometer beam path. The ellipsometric angles LT and A are related to the ratio of the

complex Fresnel reflection coefficients rp and r, for p and s polarizations,

P =tan TIeIAr,

Hence tan = I r I/Ir, I, and A=8P-8,, where the 8, are the phase changes upon scattering for

each polarization.

Even without a complete system calibration, one can evaluate thickness and refractive

index changes during deposition by monitoring the 50 kHz and 100 kHz lock-in signals. This

should be true for our apparatus, since multilayer depositions are performed using films of

known refractive index n and extinction coefficient k.

Plasma reactor. The new flowing afterglow reactor is a modification of the apparatus

described in Haaland and Targove. Argon (99.999%) carder gas in flowed at 200 sccm at a

pressure of 0.5 Torr, and excited with -20 W of inductively coupled radiofrequency power at

13.56 MHz. Following recombination of electrons and ions downstream, the precursor

monomer species are in'ected into a flow region where argon metastable species dominate

tens of milliseconds downstream. A right-angle bend following the plasma source minimizes

the amount of ultraviolet light that will strike the precursor and potentially lead to undesired

electronic excitation/photochemistry.
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The modified reactor includes fittings onto which two Lasertechnics LPV pulsed valves

(0.5 mm orifice) are attached. These valves permit controlled injection of precursor gases,

and facilitate examination of the effect of gas pulse length and frequency on the polymer film

deposition rate. The precursor gas flow rate was typically 0.2-0.5 sccm, produced in 2 ms

pulses at 5 or 10 Hz. The film deposition rate is gauged by quartz crystal deposition monitor

measurements under a variety of argon flow, pressure, rf power, and precursor conditions, as

well as a function of substrate position along the reactor tube.

For the ellipsometry studies, the sample substrate was mounted 200 from the long axis

centerline of the reactor, as shown in Figure 1. In this configuration, the input laser passes

through the tube or an attached window 40° from the reactor centerline and strikes the

sample. The reflected beam exits nearly along the centerline of the reactor, through a flat

window. This arrangement was chosen for ease of construction and to keep the ellipsometer

windows in a region where deposition is minimized (at the entrance window), and nonexistent

(at the exit window upstream from the precursor injection line). We found that the sample

could be translated about 3 mm on its manipulator without affecting the laser beam path

significantly.

Results and Discussion

Figure 2 shows the unnormalized S2, signal variation over a three-hour period during

film deposition on a silicon wafer substrate with benzene as a precursor. The film thickness

change over this period is estimated to be less than 200 nm, based on optical constants and

film thickness derived from ex situ measurements using a Rudolph Instruments S2000

spectroscopic ellipsometer after the real-time studies on the sample were complete.

Deposition rates in the new system are presently low: <0.02 nm/s. Nonetheless, the real-

time method is sensitive to thickness changes on the order of 0.1-0.2 nm for this sample,
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which has a derived complex refractive index N of about 1.63 - 0.04i in the 600 nm region. It

is remarkable that the first test of this device shows such sensitivity and stability over a

several hour period.

Following improvements to the data acquisition software, we examined film deposition

using thiophene as a precursor. Figure 3a shows both the 50 kHz signal (S.) and 100 kHz

signal ( S2,,) during plasma deposition over nearly 4.75 hours. Again, the deposition rate is

believed to be very low, about 0.02 nm/s, but both signals vary rather smoothly over time,

considering that they are not normalized for incident light intensity. Figures 3b and 3c show

500 second timescale expansions of Figure 3a, corresponding to about 10 nm polymer

deposition thickness. These figures show that the present system is sensitive to angstrom-

scale changes in the film. Note also that the rf power was increased after 6700 s, leading to

an increase in the deposition rate and hence signal variation. The joint trends in the 50 kHz

and 100 kHz signals during deposition are sensible, since the former varies as sin 2T' sin A

and the latter varies as sin 2'T cos A.

We can explore the temporal variations in the PME signal further, and extend the

results to predictions for multilayer films, using the methods to compute reflection amplitudes

and composite reflection matrices for multilayer structures from MacLeod.14 The ellipsometric

angles 'T and A can be extracted from the complex reflection amplitude ratio for p- and s-

polarized light, and then converted to 1. and 12,, which are proportional to the signals

measured in the PME experiment. Figure 4 shows the relative I and 12. calculated for a two-

layer, slightly absorbing film, the first with refractive index N=1.6 -0.051 (1000 nm thick), and

the second overlayer with N=1.8-0.05i (1000 nm thick). The intensities vary in amplitude and

period as the refractive index is changed, as expected. Figure 5 shows the T - A trajectory

for the same model system. Because the films are absorbing, the 'T - A trajectory does not
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repeat cyclically.

During these studies, we noticed that the scattered laser beam alignment remained

constant when the sample was translated up to 3 mm along the reactor centeuiine. Since the

HeNe beam is <1.5 mm, this means that we can assess the film thickness profile over the

translation region. Improvements in the translator and sample mounting could make possible

the in situ study of the polymer film over a variety of positions with minimal realignment.

The ease of use and rapid alignment of the in situ ellipsometer is due in part to the fact

that its light source is a collimated laser, compared to the broadband sources used with

spectroscopic ellipsometers. A limitation is that only one wavelength is available from the

HeNe laser used for the present studies, although laser sources that operate at two or more

wavelengths could be used if necessary. The important requirement for monitoring multilayer

film deposition is that the refractive indices of the films from the different precursor materials

are known and differ at the PME monitor wavelength.

For deposition of multilayer films of known composition, one can evaluate layer

thickness changes during deposition by monitoring the 50 kHz and 100 kHz lock-in signals as

a function of time. Each film deposition process has a history that is preserved throughout the

data acquisition. This history can be used on-line with model calculat * compute the

thickness and growth rate of each polymer layer, utilizing the cyclical fd e of the

ellipsometric signal during deposition. The temporal information is thus much more powerful

than single-point analysis for process control.

Conclusions and Future Directions

We have demonstrated that polarization modulated ellipsometry is a rugged and

practical technique for real-time monitoring of polymer film growth in a flowing afterglow

reactor. The preliminary working design successfully overcomes several potential pitfalls,
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among them coating of the reactor windows by polymeric and other debris, and physical

instabilities leading to signal instabilities. The planned construction of a permanent in situ

ellipsometer for the flowing afterglow reactor is expected to make a major contribution to the

evolution of the plasma technique into a useful method for custom fabrication of multilayer

heterostructures such as organic rugate filters and NLO devices. This real-time ellipsometer

is a cost-effective instrument that will efficiently guide the technical development of these

polymer multilayer growth processes.

The next generation ellipsometer will be based closely on the one constructed for this

project. The sample holder and manipulator will be improved to facilitate alignment

reproducibility, which is critical for quantitative measurements. The system needs to include

light intensity normalization and optical system calibration, both of which can be patterned

after previously demonstrated procedures. This new version of the flowing afterglow system

can be optimized, utilizing the results of fluid dynamics calculations and rf power coupling

enhancement to increase and control uniform polymer deposition. A variety of ex situ

spectroscopic and microscopic techniques can peg the identity and overall morphology of the

polymer films, while the real-time in situ ellipsometer evaluates the growth dynamics.
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Figure Captions

Figure 1: Schematic of laser beam path in flowing afterglow reactor.

Figure 2: 100 kHz lock-in signal from in situ polarization modulated ellipsometer during film

deposition ( benzene precursor gas).

Figure 3: (a) 50 kHz and 100 kHz lock-in signal from in situ polarization modulated

ellipsometer during film deposition (thiophene precursor gas). (b) and (c) are 500

second regions of the deposition process measured in (a).

Figure 4: Predicted polarization modulated ellipsometer intensities over 2000 nm film

thickness for two-layer film: 1000 nm (N=1.6-0.05i), then 1000 nm (N=1.8-0.05i) over

substrate with n=1.5. Solid line is I., dashed line is 12=.

Figure 5: Predicted ,-A trajectory for evolution of two-layer film of 1000 nm each as

described for Figure 4.
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Figure 3a
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Figure 4
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Abstract

The development of alloys based on the ordered intermetallic alloy NiAl in the are of

interest for high temperature aerospace components. NiAl in the B2 structure is also a popular

material for basic scientific research in ordered alloys. In this regard, there has been recent interest

in understanding dislocation mobility in NiAl at the atomic level through atomistic computer

simulation. Atomistic simulations employing realistic elastic boundary conditions of straight

dislocations have been used to estimate relative dislocation mobilities by determining the stress

required to initiate dislocation motion. However, these studies have been confined to zero

temperature. Many properties, such as the thermal activation of kink pairs and the activation

pathway for dislocation cross slip, are best studied using finite-temperature molecular dynamics

simulations.

In order to test and develop molecular dynamics simulation capabilitis for dislocation-

mobility studies, as well as to begin maintaining a database of thermal properties of the NiAl

potential, preliminary molecular dynamics studies have been carried out to study stoichiometric

NiAl in the B2 structure at 400"K using an empirical embedded-atom-method potential developed

explicitly for NiAl. Computer codes have been developed and tested to statistically process data

generated in the course of the simulations. Such thermodynamic quantities as the energy, heat

capacity, temperature, stress tensor, volume and pair distribution functions can be calculated in

various thermodynamic ensembles. reparation for the simulation of dislocations and

dislocation mobility, a capability has been developed to track the mis-coordination of atoms and

their average spatial coordinate through the course of the simulation.
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MOLECULAR DYNAMICS SIMULATION OF B2 NiAI

John A. Jaszczak

The development of alloys based on the ordered intermetallic alloy NiAl are of interest for

high temperature aerospace components and other engineering applications.I Because of its simple

crystal structure, highly ordered lattice, range of compositional stability, and shape memory effect,

NiAI is also a popular compound for basic scientific research in ordered alloys. In order to

understand and, hopefully, improve the ductility of such alloys, there has been recent interest in

understanding dislocation mobility in NiAl at the atomic level through atomistic computer

simulation. Atomistic simulations employing realistic elastic boundary conditions2-4 of straight

dislocations have been used to estimate relative dislocation mobilities by determining the stress

required to initiate dislocation motion.5 However, these studies have largely been confined to zero

temperature. Many properties important to dislocation mobility, such as the thermal activation of

kink pairs and the activation pathway for dislocation cross slip, are best studied using finite-

temperature molecular dynamics (MD) simulations.6 MD simulations that have been performed to

study the mobility of straight dislocations in NiAl have been deficient in that they have used

potentials fitted to Ni3AI and have not used elastic boundary conditions.7 Simulations of kinks in

BCC metals8 and in NiAI9 have been restricted to zero temperature.

During the AFOSR Summer Faculty Research Program, we have tested and begun

extending the molecular dynamics simulation capabilities of the code DYNAMO. With the goal of

investigating dislocation-mobility in NiAl at non-zero temperatures, we have begun using MD to

compile a database of thermal properties of stoichiometric NiAl in the B2 structure using an

empirical embedded-atom-method potential developed explicitly for NiAl.5 Such thermodynamic

quantities as the energy, heat capacity, stresses, lattice parameters, elastic constants and pair

distribution functions have been calculated at 400"K. The lattice parameters and elastic constants
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are of particular importance in developing the elastic boundary conditions for simulations of

dislocation mobility.4,5 In preparation for the simulation of dislocations and dislocation mobility, a

capability has been developed to track the mis-coordination of atoms and their average spatial

coordinates through the course of the simulation. Initial results, along with a description of the

codes developed for producing them, are presented below.

Simulation Methods

The atomistic simulation tools used are based on the codes known as CREATOR (or

LATTICE) and DYNAMO, both originally issued by Sandia National Laboratories. LATTICE is

used to generate ideal crystal lattices, strained lattices, and single dislocations with strain fields

consistent with anisotropic continuum elastic theory. The molecular dynamics simulations were

carried out using the enhanced capabilities of DYNAMO.

Perhaps one of the most obvious practical differences between conducting zero-temperature

lattice statics simulations (which are also performed within DYNAMO) and non-zero temperature

molecular dynamics simulations is that the information gained from MD is statistical in nature.

Data describing the instantaneous states of the system are saved throughout the course of the

simulation in files that are then post processed to compute average thermodynamic quantities. An

important part of this process is the determination of transients and correlation times and the

computation of standard deviations. For an excellent overview of molecular dynamics methods as

well as other simulation methods, see Ref. 10. The heart of the molecular dynamics simulation is

the integration of Newton's equations of motion for the atoms comprising the system of interest.

In DYNAMO, this is accomplished using a fifth-order Nordsieck-Gear predictor-corrector

method. 10 Various ensembles can be simulated by controlling different independent variables.

The number of particles, N, remains fixed in all of the ensembles considered here.

Of particular interest in this work is the microcanonical, canonical, and isothermal-isostress

ensembles. In the microcanonical ensemble the volume is fixed and energy of the system is
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conserved while the stresses and temperature fluctuate during the simulation. This ensemble is

quite useful for checking the correctness of the simulation code and for optimizing the time step by

monitoring energy conservation. Most of the simulations of interest will be carried out in the

canonical ensemble, in which the temperature and the volume are held fixed. Although it does not

formally generate states in the canonical ensemble, temperature control in DYNAMO is

accomplished via the "gentle" velocity rescaling approach of Berendsen et al., 10 ,11 in which the

system is driven to a set temperature at a rate determined by a "thermal equilibration time", set at

0.01 psec in the following isothermal simulations. As one typically desires to simulate the system

under zero average stress for a given temperature, some simulations are carried out in the

isothermal-isostress ensemble, in which the temperature and the stresses are equilibrated to

constant, predetermined values. The method employed for obtaining constant stresses is based on

the method of Andersen, 10 generalized for simulation cells of orthorhombic symmetry, and

including a damping term to control undesired oscillations in the computational-cell parameters. In

principle, the heat capacity can be determined from the energy fluctuations in the isothermal

ensembles, and such a computation has been included in the post-processing codes. However, the

effect of varying the thermal equilibration time constant on the heat capacity has not been

determined here so this quantity is not reported in the following.

While previous many-body potentials used to study NiAl have been the embedded-atom-

method (EAM) potential developed by Voter and Chen 12 for Ni3AI, we have employed an EAM

potential developed specifically for NiAl by Rao, Woodward and Parthasarathy. 5,13 The cut-off

range of the potential is 5.5626 A. The determined zero-temperature elastic constants and lattice

parameter for this potential are given in Table 1.

For most simulations of perfect crystal NiAl, LATTICE was used to generate a structure

with 128 atoms in a symmetrical, cubic simulation cell oriented with the axes x,y,z parallel to

[100], [010] and [001], respectively. The B2 structure can be considered as two simple-cubic

sublattices, one of Ni and the other of Al, displaced with respect to each other by ,0/2a along the
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cubic unit cell diagonal, where a is the lattice constant. Thus the computational cell consists of for

B2 unit cells on each edge, with one Ni and one Al atom in each cubic unit cell. Given the zero-

temperature lattice parameter and the cut-off of the potential, this geometry ,- fies the minimum

image conventionl 0 and ensures that no atom interacts with any of its periodic images. Three-

dimensional periodic boundary conditions have been used throughout.

Simulation Results

1. Energy Conservation

Initial MD simulations were carried out with fixed volume and without temperature control

(microcanonical ensemble). Such simulations are useful for checking the simulation code, and for

determining a reasonable simulation time step. One desires to use as large a time step as possible

to allow for simulations over longer times, however, too large a time step can cause integration

errors which manifest themselves in non-conservation of the energy. After slightly modifying the

EAM potentials for NiAI to be consistent with the way DYNAMO handles different force cut-offs,

a time step of 0.001 psec resulted in energy conservation to one part in 106. A smaller time step

was even better, while a time step of 0.002 psec resulted in energy conserved to only one part in

105. As a result, an integration time step of 0.001 psec was chosen for all simulations.

2. Autocorrelation

Since the data generated in the course of an MD simulation is highly correlated from one

time step to the next, it is important to estimate the correlation time of quantities of interest in order

to calculate accurate standard deviations of the mean.10 For example, if n measurements are made

of the pressure ir a simulation and the standard deviation is found to be a, then the standard
a

deviation of the mean pressure is computed as •nn, provided that the n measurements are

statistically independent. If only every m-th measurement can actually be considered statistically
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independent, then the standard deviation of the mean should be computed as -nn j-m. A convenient

method of estimating the correlation time for a quantity Q is through its autocorrelation function,

which is defined as

<rfj(t+xj)j2(t)> - <i'2>2
A() -- <>2 (32-1)

where the thermodynamic averages <0l> are given by

in
<Q> = n a (t), (32-2)

t is the time step, and is x the time shift between measurements being compared. As t--O, Q(t+T)

and Q(t) become perfectly correlated. In this case, <Q(t+r)f2(t)> -+ <fl>2 , and AK(r) approaches

1. On the other hand, as T increases, (Q(t+x) and 91(t) become uncorrelated, <Q(t+T)K2(t)> --

<fl>2, and ACI(r) approaches 0.

For B2 NiAl equilibrated at 400"K, the autocorrelation function of the pressure, AQ(r), is

shown in Fig. 1. Autocorrelations of the stress behave similarly. As each data point on the curve

represents 0.02 psec, the correlation time for NiAl is estimated to be 0.05 psec.
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Fig. 1. Autocorrelation function of the pressure Ap(r) as a function of time separation r
for NiAl at 400"K, averaged over a 20 psec simulation with 128 atoms.

3. Thermal Expansion

To determine the lattice parameter corresponding to zero stress for NiAl at 400"K,

simulations were performed in the isothermal-isostress ensemble. Simulations on the order of

6 psec determined an average lattiL", parameter a=2.90943 A. This lattice parameter, in a 20 psec

fixed-volume simulation, determined the average residual stresses shown in Table 1. These

residual stresses and their fluctuations set the scale for determining elastic constants by stress-strain

simulations. The resulting linear coefficient of thermal expansion is approximately 1.6 times larger

than the experimental valueI of 15.1x 10- K-1, and reflects a "thermal softness" of the potential.
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Table 1. Elastic Constants, Cij, Bulk Modulus, B, Lattice Parameter, a, and

average residual stresses, a, for the NiAl potential using 128 atoms in all cases

except for the determination of C44, which used 500 atoms.

T_=0"_K T = 400"K

C1 (GPa) 190 144 ± 2

C12 (GPa) 126 100 ± 2

C44 (GPa) 129 105± 10

B (GPa) 147 118.7 0.5

a (A) 2.8815 2.90943

o° (GPa) 9.89x10-5  (-2.6 ± 2.1)x10-4

o (GPa) 0 (0.8 1.3)x1O-4

4. Elastic Constants

Several means are available to calculate elastic constants in MD and Monte Carlo

Simulations. 14 While it is not uncommon to use the second-order strain dependence of the energy

for zero-temperature elastic constants, the free energy is more difficult to determine and is therefore

seldom used to determine non-zero temperature elastic constants. Fluctuation methods are efficient

for the calculation of non-zero temperature elastic constants of crystals with a monatomic basis, but

formalisms have generally not been worked out to correctly account for sublattice displacements

and inhomogeneous strains in more complicated systems. 14. 15 A simple and relatively

straightforward means of determining elastic constants at non-zero temperatures is to investigate

the first-order strain dependence of the virial stresses, which are already computed in DYNAMO.

Relative to the cubic coordinate system, C11 and C12 are easily determined (see Table 1) from the

generalized Hooke's law relation (in Voigt notation)
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a, = Cij ej (32-3)

by computing the stresses resulting from various magnitudes of an applied strain EI (with all other

strain components equal to zero). For example, Fig. 2 shows the dependence of the stress aj on

the strain El, with a slope whose magnitude is C1 1. Stresses were typically determined in 15 psec

simulations after an initial 7-psec equilibration.

0.50- I ,

- 0.30" •

0.1

0

tO-0.100

-0.3

-0.50

-0.004 -0.002 0 0.002 0.004

Strain C

Fig. 2. Stress-strain curve to determine C1 1. The magnitude of the slope from a least

squares linear fit (dashed line) is CjI = 144 ± 2 GPa. Error bars represent statistical

standard deviations of the mean.
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The determination of C4 is slightly more complicated, as DYNAMO can only perform

simulations using a computational cell with orthogonal axes. By performing the following rotation

on the NiAl

x II <100> -X x' II <110> (32-4a)

y II <010> -- y' II <110> (32-4b)

z II <001> -- z' II <001> , (32-4c)

the elastic constants in the cubic coordinate system (unprimed) can be related 16 to the elastic

constants in the rotated system (primed) as

2C44 = CilI - C'12 (32-5)

In the the rotated coordinate system, a small applied strain E'l = C'2 = C, E'3 = 0, gives two

independent determinations of C44 via the relations

o'l = (C'j - C'12)Ef 2C4 e, (32-6a)

and

o'2 = (C' 12 - C'1 l)e = -2C4 e, (32-6b)

while o'3 = 0. In the rotated coordinate system, in order to satisfy minimum image conditions, a

minimum computational cell size of 3x3x4 unit cells, or 144 atoms could be used. However, due

to the breaking of the symmetry of the z' direction compared to the x' or y' directions in the rotated

computational cell, finite-size effects were found to be significant. A computational cell of 5x5x5

unit cells, or 500 atoms, was found to yield satisfactorily small stresses for the previously

determined lattice parameter, and was thus the cell size of choice in the determination of C44. It

was found that strains less than 0.0005 and simulations on the order of 100 psec for each strain,

were necessary to obtain a satisfactory determination of C44 (Table 1). As can also be seen from

32-11



Table 1, it is not possible to tell the sign of C12-C44 due to the rather large uncertainty in C44.

Additional simulations are underway to determine C" more accurately.

The thermal softening of the elastic constants of metals is known to primarily be a result of

the thermal expansion of the crystal. 17 The more rapid softening with temperature of the elastic

constants for the NiAl potential, shown in Table 1, as compared with experimental

determinations, 18 is related to and is consistent with the potentials larger thermal expansion.

While this fact could be used to aid development a new potential for NiAl, we would propose

using the same potential in initial MD studies of dislocations to facilitate a direct comparison with

work already done at zero temperature. 5.8

5. Pair Distribution Function

A useful characterization of structure and structural disorder in condensed systems is

obtained from the pair distribution function, G(r), which gives the probability of finding a pair of

atoms a distance r apart, relative to a completely random distribution at the same density. 10,17

With increasing temperature, the centers of the peaks can be seen to shift to larger separations due

to the thermal expansion, and the widths of the peaks can be seen to broaden due to the increasing

thermal disorder (related to the Debye-Waller factor). Shown in Fig. 3 are the partial pair

distribution functions for B2 NiAI equilibrated at 400"K. The first peak, centered at r=,r/2a

represents the eight nearest Ni-Al neighbors in the B2 structure, where a is the lattice parameter at

400"K. The second peaks at r=a represent the six next-nearest neighbors, which are of type Ni-Ni

and Al-Al, etc.
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Fig. 3. Partial pair distribution functions for NiAl equilibrated at 400"K, and averaged

over a 2-psec simulation.

Conclusions and Outlook

Molecular dynamics simulations have been carried successfully out for stoichiometric NiAl

at 400"K in order to test and develop such capabilities. At this temperature, pair distribution

functions, lattice parameters, residual stresses and elastic constants have been determined for a

many-body EAM potential previously developed explicitly for NiAl. The EAM potential for NiAl

was found to be rather thermally soft as compared to actual NiAl.

We propose to extend this work, and investigate the stress required to move a single

straight dislocation at 400"K with realistic elastic boundary conditions. These molecular dynamics

simulations can be compared with similar zero temperature simulations using the same potential.5

At the same time, the database of NiAl thermal properties can be refined and expanded. In order to

efficiently track the motion of the dislocation in the course of the simulation, work has begun to
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compute and monitor the average position of near-neighbor mis-coordinated atoms, which are

located only at the dislocation cores. 19 Stress and mis-coordination calculations will have to be

modified for the dislocation simulations which are carried out in a cylindrical simulation cell with a

boundary of "frozen" atoms at the curved surface and periodic boundaries at the flat surface. Initial

simulations of an <001>( 110) screw dislocation will be carried out on a small system with

approximately 2000 atoms. More realistic simulations satisfying the minimum image condition in

the periodic direction (parallel to the dislocation line) will be conducted next for the same

dislocation using up to 8000 atoms. Successful simulations of this dislocation will lead to

simulations of other dislocations and other temperatures, and will set the stage for the non-zero

temperature simulation of kinks.
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APPENDIX: Summary of Data Files and Post-Processing Codes

Several Fortran codes along with Unix command files have been developed to simplify the

analysis of data generated in the course of the MD simulations. The following output-data files are

generated in DYNAMO, and typically have a number appended to the end, here taken as I for

example, for the purpose of processing and bookkeeping:

gr.out 1 Output data file of partial pair distribution functions and integrated

numbers of pairs, versus pair separation.

len.stil Lists the instantaneous computational cell parameters versus time for

isostress simulations.

md.stll Lists the instantaneous kinetic energy, potential energy, total energy,

temperature and pressure with time.

mold.outl Standard output containing general simulation parameters.

stress.stIl Lists the instantaneous components of the stress tensor with time.

The following command files look for the appropriate data files, appended with a specified number

as above, to process with the like-named Fortran codes:

auto.corn 1 Computes the autocorrelation function (see pp. 192-195 of Ref. 10) for

any column of data in md.stll. This gives a measure of simulation time

scale for sampling independent data, and is used to correct the standard

deviations of the mean computed in other post-processing codes.

post.corn 1 Computes averages and standard deviations of data in md.stll.

The heat capacity is also computed, as appropriate for simulations with

fixed temperature. The effect of the thermal equilibration time parameter

on the heat capacity has not been investigated. Code can generate

smaller files convenient for plotting of optionally binned data.
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stress.com I Computes the average and standard deviations of the six stress

components in stress.stl 1. Code can generate smaller files convenient

for plotting of optionally binned data.

Other utilities:

polrit.com /.at Searches for the file fdat and performs least-squares polynomial fits to

the data. The order of the polynomial and the type of statistical

weighting of the data is determined interactively by the user.

Files under development for mis-coordination computation and dislocation tracking:

B2NNCUT Input data file giving structural information such as lattice parameter,

nearest-neighbor coordination cut-off distances and ideal nearest-

neighbor coordinations for each pair type. One means of obtaining

reasonable cut-offs is from the pair distribution functions.

nncoord.outl Output data file showing average position of nmis-coordinated atoms and

actual atom coordinations and mis-coordinations for each type of

nearest-neighbor pairs (based on B2NNCUT).
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